BOOTSTRAP CONFIDENCE INTERVALS [INTEGRATION TD2]

Setting [based on Exercise 2]

We have a sample of N = 2" data (x1,--- ,2y) generated from an unknown population of size M (more generally,
from a distribution with density f). We take some ”statistics” (=function of the data) T'(z1,---,2zn), in the exercise
T(x1, - ,2,) = min; x;. We denote with ¢ the value of T'(x1,--- ,x,) on the particular sample that we have. Notice

that there is a "true” value of T, that is the minimum over the population of size M. In the exercise we assume that
the sample has a simple form, x; € {27 j=1, and 27 appears with multiplicity m(j). In this case our sample gives

t = min; ; = 2.

The estimate # is a random variable itself, which depends on the sample [if T change the sample, the corresponding
value of ¢ changes]; its distribution is unknown, because f is unknown. We want to use bootstrap to estimate its
distribution, variance, confidence intervals.

The procedure is now:

(i) Approximate the unknown f with the empirical density f obtained from the sample: f = + Z]-V 10(z —x;),in

N Lui=
our case:
IR S 0)) 4
fl@)y=>" o(z —27). (1)
j=1
(ii) Sample "bootstrap realizations” [i.e., other sets of data (x7,--- , 2% )] from the empirical density f; each of them

gives a bootstrap realization of the statistics 1", which we call t* = min; z7;

(iii) compute the distribution of t* over the bootstrap realizations, the moments [see Ex. 2 (a)], and confidence
intervals [see Ex. 2(c)].

Confidence interval and interpretation

In principle we want to find an interval [a, b] such that:
P(T €a,b)=1-a. (2)
However, without knowing f, the only thing that we can get is actually:
P(t€(a,b])=1—aq, (3)
where a,b depend on the sample. This has to be interpreted as follows [see Wasserman Sec. 6.3.2]:

e On day 1, T have a sample z1,--- ,zy and I compute (i) the estimate # from this sample, (ii) the the constants
a,b (that depend on t, see below); this gives the interval [agay1, bday1]

e On day 2, I have another sample and I get another value of ¢ and a new interval [aday2, bday2]

e After I repeat infinitely many times, the 1 — « percent of the intervals that I constructed contains the true value
of T (which in the case of the exercise, is the true minimum of the population of size M).

The bootstrap prescription [see Ex. 2 (c¢) and Sec. 8.3 in Wasserman)] tells us that for each o we should set:

a:2tA—,u1,%
b=2t—ps,

where 11— ¢ is defined from the bootstrap distribution as:



Justification
e given the function 7', we impose:
P@g@_%
o (6)
P(T>b)=—,
2
which ensures . These are equivalent to:
P(i-T>i-a)=3
(f-T<i-b)=2 "
= - 2 .

In order to solve these equations for a, b, we should know the distribution of 7', that is unknown.

e The idea of bootstrap is to replace the unknown distribution of T" with the distribution constructed over the
sample [corresponding to f — f], so that 7' — #; at the same time, the bootstrap realizations {x}} give different
realizations t*, that we can use to build a statistics for £. Therefore in the equations above we substitute the
variable with unknown distribution ¢ — 7" with its bootstrap approximation ¢ — T — t* — .

e This gives

PE-T>i-a)~ Pt ~i>i-a)=3
(8)
~ ~ * ~ ~ _g
Pt-T<i-b)=~ @-%gt—@_Q.
Then
Pt <2f—a)=1-2
L el ©)
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and we can identify p1—g = 2t — a, pe = 2t — b.
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