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Thermodynamic integration

@ All of MCMC: concerned with ;/m;, norm of 7; (usually)
unknown.

e Metropolis filter: P(i — j) = min (1, 7;/7;).
e NB: Flow: Fj; = 7;Pj (usually) unknown.
@ All of physics:

e concerned with Z = >, m; (m; = exp (—E;/KT)
e Partitition function known analytically in some limits:

@ High-temperature limit: T - co < 8 — 0
@ Ideal-gas limit: density p — 0, interactions — 0.
@ Ideal-solid limit: density p — pmax, interactions — harmonic.

e Keep 2, change .

@ Creating a path from a known limit to the relevant {Q, r} is
called “Thermodynamic integration”.

@ Path must (normally) be smooth (avoid phase transitions).
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Thermodynamic integration 1/3

@ Partition function Z(a) = ) ;.o 7" (“%; to the power a”)
(NB: 7: normalized, 7: non-normalized).
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@ Only Z(0) is known.
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Thermodynamic integration 2/3

V-shaped: 7; = const|Z —i|Vie Q= {1,....n}.
Suppose that const = % is unknown.

V -shaped: #; = | — | Vi € Q.

Partition function Z = >, _q 7.

Consider 7 (“pi to the power alpha”).
a=0:Z(a=0)=n
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Thermodynamic integration 3/3

@ This is Problem 1 of today’s TD.
@ Relation to Simulated annealing.
@ Relation to Simulated tempering.
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Simulated annealing 1/2

Simulated annealing: MCMC Optimization algorithm

@ Start at very small values of «,

@ At each step, slowly increase a by a tiny amount.
In the V-shaped probability distribution (with (n) = 0%), switch
to temperature language.

@ U; = —log (7))

@ Set up temperature schedule Tx — 0 for kK — oo

@ Accept/ reject move AU with Metropolis filter
min [1,exp (—AU/Tk)]
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Simulated annealing 2/2

Simulated annealing: MCMC optimization algorithm
@ Theorem (Hajek 1988): need >, exp (—d*/ Tx) = oo for
sure convergence to lowest-energy configuration.
@ Corrolary (Hajek 1988): If Tx = ¢/ log (k + 1), then need
c>d*
@ Easy to check in V-shaped distribution on the path graph.
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Simulated tempering 1/2

procedure temp-rev

TTD 771 input PPMdC(i. {x, Q}-, Pcopy
if (ran (0,1) > peopy) then

800000 -— |—|.OOOOO> ffr(:a;}(lgllc;ijl} /72 then
;O‘OOOOHO.OOOOD {z(f.i+al el
else
/7 0o + choice{—1,1}
IOOOOOQ -~ |OOOOOQ { if (ranl(lU 1)< ﬂ“+‘7"/ﬂ§‘) then
a4~ a+ o

output {z, o}

@ Let the system evolve at several temperatures.
@ Move between temperatures, move between positions.
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