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\textbf{A B S T R A C T}

Turbulent flows are characterized by the non-linear cascades of energy and other inviscid invariants across a huge range of scales, from where they are injected to where they are dissipated. Recently, new experimental, numerical and theoretical works have revealed that many turbulent configurations deviate from the ideal three and two dimensional homogeneous and isotropic cases characterized by the presence of a strictly direct and inverse energy cascade, respectively. New phenomena appear that alter the global and local transfer properties. In this review, we provide a critical summary of historical and recent works from a unified point of view and we present a classification of all known transfer mechanisms. Beside the classical cases of direct and inverse energy cascades, the different scenarios include: split cascades for which an invariant flows both to small and large scales simultaneously, multiple/dual cascades of different quantities, bi-directional cascades where direct and inverse transfers of the same invariant coexist in the same scale-range and finally equilibrium states where no cascades are present, including the case when a large scale condensate is formed. We classify all possible transitions from one scenario to another as the control parameters are changed and we analyse when and why different configurations are observed. Our discussion is based on a set of paradigmatic applications: helical turbulence, rotating and/or stratified flows, magnetohydrodynamics (MHD) turbulence, and passive/active scalars where the transfer properties are altered as one changes the embedding dimensions, the thickness of the domain or other relevant control parameters, as, e.g., the Reynolds, Rossby, Froude, Péclet, or Alfvén numbers. We briefly discuss the presence of anomalous scaling laws in 3D hydrodynamics and in other configurations, in connection with the intermittent nature of the energy dissipation in configuration space. A quick overview is also provided concerning the importance of cascades in other applications such as bounded flows, quantum fluids, relativistic and compressible turbulence, and active matter, together with a discussion of the implications for turbulent modelling. Finally, we present a series of open problems and challenges that future work needs to address.
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1. Introduction

"Big whorls have little whorls that feed on their velocity, and little whorls have smaller whorls and so on to viscosity — in the molecular sense". This is the celebrated poem composed by Lewis Fry Richardson in 1922 [1], where it was proposed that turbulent cascades are the fundamental driving mechanism of the atmosphere, moving energy from the large injections scales down to the dissipative small scales. It is a visionary way to summarize many fundamental aspects of the turbulent energy transfer which is empirically observed in the three dimensional Navier–Stokes equations (NSE). The Richardson cascade description, first quantified by A.N. Kolmogorov [2], constitutes the most fundamental concept of turbulence theory. In more words, in a turbulent flow, the energy externally injected is redistributed among length scales due to non-linear eddy (whorls) interactions. If this energy is removed from the flow (or accumulated) at a scale \( \ell_{\text{out}} \) significantly different than the injection scale, \( \ell_{\text{in}} \), a cascade can build up with a continuous transfer of energy from \( \ell_{\text{in}} \) to \( \ell_{\text{out}} \). Depending on the system, the energy transfer can be towards the small scales and/or towards the large scales, leading to what it is referred to as a forward or inverse cascade, respectively. In three dimensional (3D) homogeneous and isotropic turbulence (HIT) the energy is transferred to the small scales while in two dimensions (2D) it cascades to the large scales. Despite the simplicity of the cascade description, after almost 100 years, we are still fighting to define the exact terms of the game and fail to have a complete statistical description even for the simplest case of HIT. When and why Richardson’s cascade is correct? What happens when it fails? These and many other questions have challenged mathematicians, physicists and engineers for more than a century without reaching, to this date, clear answers, rightfully titling turbulence as the last open problem of classical physics. There are various text books written over the years reviewing both findings and open questions of different aspects of turbulence [3–5]. A recent overview can be found in [6], where the historical developments in engineering, mathematical, and physical sciences have been analysed from the “shoulders of twelve historical fathers of turbulence research”.

The situation, however, can be very complex. First, any inviscid invariant of the system is also subject to a non-linear transfer. The interaction of the transfer of different quantities plays an important role in determining the direction of their cascade. For example, it is the conservation of enstrophy that forces an inverse cascade of energy in 2D. In 3D, the second invariant is helicity and it is not sign-definite and all experimental investigations, numerical simulations and phenomenological theories indicate that both energy and helicity have a simultaneous mean transfer to the small scales. However, this is an empirical observation and it is not proven from basic principles yet. The dual cascade of helicity and energy is important for 3D hydrodynamical turbulence [7–10]. In the latter case, recent studies have shown that even in the idealized case of 3D HIT, there exists a bi-directional transfer of energy with some helical-Fourier channels that cascade energy forward and others that transfer energy backward [11–21], with potential applications to rotating turbulence also. Multiple transfers of competing invariants also occurs in other flow configurations. A paradigmatic example is given by MHD flows that conserve three invariants in 3D [22–31]. In fact, it is fair to say that except for some very idealized situations, we cannot predict the direction of the energy transfer in homogeneous turbulence.

Second, there exist many important turbulent configurations that deviate from the idealized situation of HIT. e.g., in the presence of external mechanisms such as rotation, stratification, confinement, shear, or magnetic fields where the direction of the energy cascade might — and indeed it does — change. In many of these systems energy is transferred with a split-cascade, i.e. simultaneously forward and inversely in fractions that depend on the value of a control parameter (rotation rate, magnetic field strength, aspect ratio etc.). This is demonstrated in Fig. 1 for two paradigmatic examples of a fast rotating flow (left panel) and flow constrained in a thin layer (right panel), where structures at both large and small scales coexist. Split cascades have been shown to exist in different physical situations, in numerical simulations and experiments of thin/thick layers [32–36], in rotating and stratified turbulence [37–65] and in MHD turbulence [66–76]. They have been observed in geophysical flows, e.g. where the atmosphere acts like a 2D flow at large scale and as a 3D flow at small scales [77–85] and in the ocean [86,87]. Similar behaviour has been attributed to astrophysical flows (like the atmosphere of Venus and Jupiter [88,89], and accretion discs [90]), in plasma flows [91] and in industrial applications (like in tokamak [92]) either due to the thinness of the layer, to fast rotation or to the presence of strong magnetic fields. Split cascades have also been observed in wave systems [93], multi-scale optical turbulence [94], acoustic turbulence [95] and capillary turbulence on the...
surface of liquid hydrogen and helium [96,97]. In many of these systems, a change from a split to a strict forward cascade has also been detected with a critical transition behaviour.

Furthermore in many situations there is a vanishing, or very weak, net flux at scales larger than the forcing. In some cases like in 3D turbulence this leads to an equipartition of energy among the large scale modes [98–111]. In other cases, for finite box size, the presence of inverse transfers might lead to the formation of a large-scale condensate, with a strong feedback on the whole flow [112–124]. Similarly, ultraviolet effects might produce an accumulation of energy (or of another inviscid invariant) at small scales. The coexistence in the same scale range of different channels can also drive the system to an exotic flux-loop state, with a perfect balance among direct and inverse transfer, zero flux and non-equilibrium properties, as for the case of stratified 2D turbulence [125]. In some of these zero-flux cases the flow is close to a quasi-equilibrium state while others remain strongly out of equilibrium.

Finally, deviations from a perfect self-similar cascade are known to exist even in HIT. For example, we know that kinetic energy in 3D tends to be dissipated in spiky and intermittent events, and we do not know if this is due to the presence of coherent structures or just because of an enhancement of statistical fluctuations [3]. On the contrary, the 2D inverse energy cascade is close to be Gaussian, without any intermittent properties. We only have a loose phenomenological understanding of why fluctuations grow for the 3D case, based on the Richardson’s idea and of multi-fractal processes [3], but we do not control the connection with the equations of motion. Intermittency, anomalous scaling, multi-fractal energy dissipation are still the subject of many investigations (see [126,127] for recent experimental and numerical state-of-the-art results).

The present work attempts to address all the above issues by reviewing some recent numerical, experimental and theoretical advancements achieved in the field. Our goal is to clarify and categorize the long list of subtle scenarios that might occur in turbulence and view different turbulence systems from a unified point of view. We would like thus to distinguish between turbulent configurations with the same mean properties but different spectra (e.g. with and without large scale condensate), the same spectral behaviour but with different transfer directions (e.g. with direct or inverse cascades) and even the same transfer properties but with a different statistical ensemble (e.g. a zero flux system in a equilibrium or out-of-equilibrium state). In particular, we want to emphasize the key distinguishable properties that characterize a non-linear out-of-equilibrium system, by looking at the behaviour of single-point global quantities, e.g. energy or enstrophy, or two-points spectral properties and transfer terms.

To do that, we start in Section 2 with the basic theoretical set-up. In Section 3 we give a short review of the classical idealized turbulence cascades in three and two dimensions and proceed in the same section by providing a series of precise definitions for different flow states based on the cascade properties. In many cases, the same system can display a (phase) transition among two or more of the above flow states. We thus also classify the different paths that such transitions can occur by changing the dimensionless control parameters, e.g. the Reynolds number for hydrodynamic turbulence or the Rossby, Froude and Alfvén numbers for rotating, stratified and conducting flows.

In Section 4 we examine different systems in detail. We follow a simple-to-complex path, discussing how turbulence changes when additional ingredients are added into the system, by breaking certain symmetries, e.g. mirror, rotational and scale invariance, by adding confinement, by changing the non-linearities, or by coupling the flow to active components. We review empirical findings for a set of paradigmatic applications where the above cascade realizations are encountered. The examples vary from helical turbulence, turbulence in confined domains, turbulence under rotation, stable and unstable stratified turbulence, turbulence of conducting fluids (MHD) to passive and active scalar advection, just to cite the most important cases. We review how these different realizations can drastically modify the properties of turbulence by altering the conserved quantities, their cascade directions and what the consequences for large and small scales flow properties are.

Finally, in Section 5 we present a short overview of cascades in turbulent models and in other flow configurations, as for the case of quantum flows, wave-turbulence, bounded flows, relativistic and compressible flows, active fluids, Shell Models, Large Eddy Simulations, EDQNM approximation and elastic materials. In Section 6 we conclude with a series of open questions and challenges in the field with the hope that these issues will attract the interest of future research.
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All applications are cherry-picked with the only aim to highlight the aspects related to the cascades and their transition, without hoping to be self-contained and exhaustive for each particular subject. We tried to be as precise as possible concerning the classification of different cascade scenarios and we kept an empirical mood whenever we need to report about numerical and experimental findings, due to the absence of rigorous results for most of the cases treated here.

2. Theoretical setup

In this section, we provide a short theoretical background and the notation that will be used throughout the review. We discuss the balance of globally inviscid conserved quantities in the configuration and Fourier space. We introduce the concept of direct and inverse inertial-ranges, defined as those intervals of scales where the main driving mechanisms are given by the non-linear transfer of the cascading quantities. We address also the scale-by-scale energy budget for the two-point correlation function in configuration space, for the energy spectrum in Fourier space and for the mixed scale-filtered representation often used for small-scale modeling.

2.1. Dynamical equations and control parameters

To start the discussion, we consider the incompressible Navier–Stokes equation in the presence of a large-scale drag term:

\[ \partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla P + \nu \Delta \mathbf{u} - \alpha \mathbf{u} + \mathbf{f}. \]  

(1)

Here \( \mathbf{u} \) is the divergence free velocity field, \( (\nabla \cdot \mathbf{u} = 0) \), with constant unit density, \( P \) is the pressure per unit density that enforces incompressibility, \( \nu \) is the kinematic viscosity, \( \mathbf{f} \) and \( \alpha \) are the forcing term and the coefficient of large scale drag mechanisms, respectively. In some systems, the large scale drag is required to reach a steady state in the presence of an inverse cascade. It simplifies the theoretical discussion that follows, avoiding the need to discuss quasi-stationary states. For most of this review, we are going to assume the flow to be confined in a periodic box of size \( L \), and that the external forcing is acting on a band limited range of scales centred around \( \ell_m \). The energy injection rate by the forcing will be denoted as \( \varepsilon_{in} \).

In some cases, it is useful to study the flow evolution when the Newtonian viscosity is replaced with a hyper-viscous term, \( -\nu_n(\Delta)\mathbf{u} \) and/or when the drag force is replaced with a hypo-viscous sink, \( \alpha_m(\Delta)^{-m}\mathbf{u} \), such as to confine the energy dissipation due to viscous effects to very small scales (by increasing \( n \) and decreasing \( \nu_n \)) and/or the one due to the drag mechanisms to very large scales (by increasing \( m \) and decreasing \( \alpha_m \)). There are three non-dimensional control parameters in the system: the ratio of the box size to the forcing length scale, \( L/\ell_m \), and two numbers that measure the relative amplitude of the non-linearities compared to the two dissipation terms defined above. The first one is the Reynolds number, \( Re \), which compares advection with the viscous dissipation. The second one is the equivalent of \( Re \) but for the large scale drag, \( Re_\alpha \), obtained by replacing the viscous term with the drag term

\[ Re = \frac{uf \ell_m}{\nu}, \quad Re_\alpha = \frac{uf}{\alpha \ell_m}. \]  

(2)

where \( uf \) is the root-mean-square velocity measured at the injection scale. In many experimental and numerical set-ups, it is not \( uf \) that is controlled but rather the energy injection rate. In these cases it is useful to define the dimensionless numbers in terms of \( \varepsilon_{in} \):

\[ Re = \frac{\varepsilon_{in}^{1/3} \ell_m^{4/3}}{\nu}, \quad Re_\alpha = \frac{\varepsilon_{in}^{1/3}}{\alpha \ell_m^{2/3}}. \]  

(3)

The two definitions (2)–(3) become equivalent up to a multiplicative constant for fully developed turbulence where the relation \( \varepsilon_{in} \propto u_f^2/\ell \) holds [3]. There are other cases, e.g., for wave turbulence, where the two definitions do not agree (see Section 5.1).

2.2. Inviscid invariants and balance equations

It is straightforward to show that in 3D for \( \nu = \alpha = f = 0 \) (and if the flow remains smooth) Eq. (1) has two global invariants, the total Energy \( E \) and total Helicity \( H \):

\[ \mathcal{E}(t) = \frac{1}{2} \langle \mathbf{u} \cdot \mathbf{u} \rangle; \quad \mathcal{H}(t) = \frac{1}{2} \langle \mathbf{u} \cdot \mathbf{w} \rangle \]  

(4)

where \( \mathbf{w} = \nabla \times \mathbf{u} \) is the vorticity. The angular brackets stand for spatial average that in \( d \) dimensions is defined as

\[ \langle g(t) \rangle = \frac{1}{L^d} \int_{L^d} g(\mathbf{x}, t) dx^d. \]  

(5)

In 2D, helicity is identically zero and the second quadratic invariant is the enstrophy:

\[ \mathcal{Z}(t) = \frac{1}{2} \langle \mathbf{w} \cdot \mathbf{w} \rangle \]  

(6)

which like the energy, and unlike helicity, it is positive definite.
In the presence of forcing and for finite values of $\alpha$ and $\nu$ a balance is reached where the injected energy is absorbed by the two dissipation terms. By writing the evolution equation for the energy (4) we get:

$$\dot{\epsilon}(t) = -\epsilon(t) - \epsilon(t) + \epsilon(t)$$

(7)

where $\epsilon(t) = \nu(\nabla u^2)$ is the energy dissipation due to viscosity, $\epsilon(t) = \alpha(\nabla u^2)$ is the energy dissipation due to the drag and $\epsilon(t) = \langle u \cdot f \rangle$ is the energy injection rate. It is worth noting that the terms $\epsilon(t)$, $\epsilon(t)$ are strictly positive for any non zero $u(t)$ while in principle $\epsilon(t)$ can fluctuate taking both positive and negative values. Assuming stationarity and performing a long time average we obtain

$$\epsilon(t) = \epsilon(t) + \epsilon(t).$$

(8)

Where above and from hereafter a long-time average is implied whenever time does not explicitly appear. The interpretation of Eq. (8) is clear: the energy injected by the forcing equals, in average, the energy dissipated by viscosity at the small scales plus the energy dissipated by the drag at the large scales. A similar balance holds for all the other invariants of the system.

### 2.3. Fourier space representation

In order to better disentangle the scale-by-scale dynamics it is useful to define the NSE in Fourier space. We thus decompose the velocity field in Fourier modes $\tilde{u}(k, t)$ as:

$$\tilde{u}(k, t) = \frac{(2\pi)^d}{L^d} \int \limits_{\mathbb{R}^d} u(x, t) e^{-ikx} dx$$

with $u(x, t) = \sum_k \tilde{u}(k, t) e^{ikx}

(9)

where $k = k_0 n, n \in \mathbb{Z}^3$ and $k_0 = 2\pi / L$ being the smallest wavenumber in the system (in what follows we will always assume that there is no mean flow, $\tilde{u}(k, t) = 0$ for $k = 0$). The Navier–Stokes equation in Fourier space can then be written as

$$\partial_t \tilde{u}(k, t) = -i \sum_{p+q=k} P_{ij}(k) \tilde{u}(p, t) \tilde{u}(q, t) - v k^2 \tilde{u}(k, t) - \alpha \tilde{u}(k, t) + f(k, t),$$

(10)

where we have defined the projector on incompressible fields, $P_{ij}(k) = \left( \delta_{ij} - \frac{k_i k_j}{k^2} \right)$, and $k = |k|$. Hereafter, we will always make use of the Einstein notation for summation over repeated indices, unless otherwise stated. The components of each Fourier mode are linked by the incompressibility condition, $k \cdot \tilde{u} = 0$, that reduces the degrees of freedom by one. In 2D we can write these amplitudes in terms of a single stream function mode. In 3D we have the freedom to choose a basis of two eigenvectors for each $k$. One possible option will be discussed in terms of helical components in Section 4.1

The distribution of energy among scales is given by the spectrum $E(k, t)$ averaged over a spherical shell of width $\Delta k = 2\pi / L$:

$$E(k, t) = \frac{1}{2\Delta k} \sum_{k \leq |k| < k + \Delta k} |\tilde{u}(k, t)|^2.$$ 

(11)

Summing over all shells we obtain the total energy $E(t) = \Delta k \sum_k E(k, t)$. From (10) we can also derive the evolution of the energy spectrum as:

$$\partial_t E(k, t) = \frac{1}{2} \frac{d}{dt} \sum_{k \leq |k| < k + \Delta k} |\tilde{u}(k, t)|^2.$$ 

(12)

Where we have introduced the notation for the instantaneous non-linear energy transfer, $T(k, t)$, across $k$:

$$T(k, t) = 3 \sum_{k \leq |k| < k + 1} \sum_{p+q=k} \tilde{u}^*(k, t) P_{ij}(k) \tilde{u}(p, t) \tilde{u}(q, t),$$

(13)

and of the scale-by-scale energy injection:

$$F(k, t) = \Re \sum_{k \leq |k| < k + 1} \tilde{u}(k, t) \cdot \tilde{f}(k, t),$$

(14)

where in (12)–(14) and hereafter we assume $\Delta k = 1$ for the sake of simplicity. We will consider the explicit dependency on $\Delta k$ only when the infinite volume limit is considered. From the above expression, we expect that in the limit of high $Re$ and $Re_{\nu}$, i.e. by sending $\nu, \alpha \to 0$ at fixed $\epsilon_{lin}$ and $\ell_{in} \sim 1/k_{lin}$, the viscous dissipation term will play a role only if $k^2 E(k)$ becomes larger and larger for high $k$. Similarly, for the large-scale drag to be active we need $E(k)$ to grow for $k \to 0$. In other words, for any fixed viscosity we expect the existence of a wavenumber $k_0$, defining the onset of viscous effects in the ultraviolet (UV) range of the spectrum while the drag term will be dominant in the infra-red (IR) limit, i.e. for wavenumbers smaller than another reference scale, $k_{\nu}$. In such a scenario, at steady state, three well distinguished scales, $k_0 \ll k_{lin} \ll k_{\nu}$, must
exist and the balance (12) tells us that the non-linear transfer term must be vanishingly small except on those ranges where it balances the viscous dissipation terms \((k > k_\alpha)\), the drag term \((k < k_\alpha)\) and the injection term \((k \sim k_{in})\):

\[
T(k) = -2\nu k^2 E(k) - 2\alpha E(k) + F(k)
\]

In the left panel of Fig. 2 we summarize the balance (15). It is important to stress that the condition to have two well-defined scale separations is not guaranteed \textit{a priori}, even in the limit of \(Re, \alpha \to \infty\) and that all consequences and predictions that might follow from this assumption must be checked self-consistently \textit{a posteriori} by studying the resulting dependency of \(k_\alpha\) and \(k_\nu\) on the control parameters. In the right panel of the same figure, we show how the balance (15) would look in the absence of scale separation.

For what follows, it is very important to define also the net energy transfer across a wavenumber \(k\). It can be derived by looking at the evolution of the total energy contained inside a sphere of radius \(k\). Following the notation of [3] we denote with \(\mathbf{u}^{<k}(\mathbf{x}, t)\) the velocity field \(\mathbf{u}(\mathbf{x}, t)\) low-pass filtered so that all wave numbers outside the sphere of radius \(k\) are set to zero:

\[
\mathbf{u}^{<k}(\mathbf{x}, t) = \sum_{|k|<k} \mathbf{u}(k, t)e^{ikx}
\]

The change of the total energy across the sphere with radius \(< k\) is then obtained by taking the inner product of \(\mathbf{u}^{<k}\) with (1) and averaging over the whole space:

\[
\partial_t \sum_{k'\leq k} E(k', t) = -\Pi_{E}(k, t) - 2\nu \sum_{k'\leq k} (k')^2 E(k', t) - 2\alpha \sum_{k'\leq k} E(k', t) + \sum_{k'\leq k} F(k', t)
\]

where the quantity \(\Pi_{E}(k)\) is the non-linear energy flux across a sphere of radius \(k\) in Fourier space:

\[
\Pi_{E}(k, t) = \sum_{k'\leq k} T(k', t) = \langle \mathbf{u}^{<k} \cdot [(\mathbf{u} \cdot \nabla)\mathbf{u}] \rangle.
\]

Because of the inviscid conservation of the total energy we have \(\Pi_{E}(\infty, t) = 0\), i.e. the total exchange of energy due to all triadic Fourier interactions is zero. The second and the third terms on the RHS of (17) give the total energy dissipation inside the Fourier sphere due to the viscous terms and the large-scale drag, respectively. The fourth term gives the energy injection rate. In the \(k \to \infty\) limit, the relation (17) coincides with (7):

\[
\epsilon_{\nu}(t) = 2\nu \sum_{k=0}^{\infty} k^2 E(k, t); \quad \epsilon_{\alpha}(t) = 2\alpha \sum_{k=0}^{\infty} E(k, t); \quad \epsilon_{in}(t) = \sum_{k=0}^{\infty} F(k, t).
\]

For any fixed \(k\) we can rewrite the stationary balance as follows:

\[
\Pi_{E}(k) = -\epsilon^{<k}_{\nu} - \epsilon^{<k}_{\alpha} + \epsilon^{<k}_{\nu}
\]

where we have denoted the time averaged total energy injection, viscous dissipation and viscous drag inside the sphere of radius \(k\), as:

\[
\epsilon^{<k}_{\nu} = \sum_{k' \leq k} F(k'); \quad \epsilon^{<k}_{\alpha} = -2\nu \sum_{k' \leq k} (k')^2 E(k'); \quad \epsilon^{<k}_{\alpha} = -2\alpha \sum_{k' \leq k} E(k').
\]
Up until now, all manipulations leading to the global and to the scale-by-scale energy balances (8) and (15)–(17) are exact. In order to proceed further we need to make some assumptions.

We first assume that the forcing is concentrated around a thin window \( k \sim k_{\text{in}} \). In this case, we must have \( \epsilon_{r}^{<k} = 0 \) if \( k < k_{\text{in}} \) and \( \epsilon_{r}^{<k} \rightarrow \epsilon_{\text{in}} \) for \( k > k_{\text{in}} \).

Then, assuming the existence of two scales, \( k_{\alpha} \) and \( k_{v} \) where the infra-red drag and the viscous dissipation are predominant as in the left panel of Fig. 2, we can estimate the asymptotic matching of the different terms entering in (20). We examine separately the long-time stationary relation (20) in the two range of scales, \( k_{\alpha} \ll k \ll k_{\text{in}} \) or \( k_{\text{in}} \ll k \ll k_{v} \) that is summarized in Fig. 3.

**Inverse cascade: wavenumbers smaller than the forcing scale.** By referring to the balance (20) and to the left panel of Fig. 2 we conclude that for \( k \sim k_{\alpha} \) the non-linear transfer, \( \Pi_{E}(k) \), must be negative and matching the contribution due to \( \epsilon_{r}^{<k} \), because \( \epsilon_{r}^{<k} \) and \( \epsilon_{\text{in}}^{<k} \) are negligible at those scales. Moreover, the integrated drag contribution up to the wavenumber \( \epsilon_{a}^{<k} \) must saturate to a constant, equal to the total drag dissipation if \( k \gg k_{\alpha} \). As a result, there exists an intermediate range of scales where:

\[
\Pi_{E}(k) = -\epsilon_{a}^{<k} \sim -\epsilon_{\text{in}} \quad \text{for} \quad k_{\alpha} \ll k \ll k_{\text{in}}.
\]  
(21)

Because only inertial terms play an active role in the transfer, we will call this set of scales the **inverse-cascade inertial-range**.

**Direct cascade: wavenumbers larger than the forcing scale.** For \( k \gg k_{\text{in}} \), both the integrated contribution of the drag terms and of the total injection have reached its asymptotic values, \( \epsilon_{r}^{<k} \sim \epsilon_{\alpha} \) and \( \epsilon_{r}^{<k} \sim \epsilon_{\text{in}} \) while the viscous dissipation is still not active, \( \epsilon_{v}^{<k} \sim 0 \), if \( k \ll k_{v} \). As a result, there exist an intermediate range of scales where the balance gives:

\[
\Pi_{E}(k) = -\epsilon_{\alpha} + \epsilon_{\text{in}} = \epsilon_{v} \quad \text{for} \quad k_{\text{in}} \ll k \ll k_{v}.
\]  
(22)

We will call this set of scales the **direct-cascade inertial-range**. In Section 3.1 we will clarify the above picture and to which extent it can be pushed to rigorous and quantitative statements. Before entering in these aspects, we move back to configuration space to re-derive the previous results from a different perspective.

### 2.4. Configuration space representation

The energy distribution among scales and the energy flux can also be defined directly in configuration space by considering velocity correlation between two points \( x \) and \( x' \) with \( r = x' - x \) and then averaging over all possible points \( x \) for a fixed \( r \). Here, we follow the discussion presented in [3], referring to the textbook for details. We first introduce the second-order correlation function:

\[
C_{2}(r, t) = \langle u(x, t) \cdot u(x + r, t) \rangle.
\]  
(23)

Assuming homogeneity (but not isotropy) it is possible to derive from theNSEthe Kármán–Howarth–Monin relation [128]:

\[
\frac{1}{2} \partial_{t} C_{2}(r, t) + \frac{1}{4} V_{r} \cdot \langle |\delta_{r} u|^{2} \delta_{r} u \rangle + \nu \Delta C_{2}(r, t) - \alpha C_{2}(r, t) + F(r, t)
\]  
(24)

where we have introduced the notation for the velocity increment over a distance \( r \): \( \delta_{r} u = u(x + r) - u(x) \) and the forcing-velocity correlation \( F(r, t) = \langle u(x + r, t) \cdot f(x, t) \rangle \). In the presence of a stationary statistics we can derive the law for the total
energy balance by setting \( r = 0 \), averaging over time and putting to zero all time derivatives:

\[
v \Delta r C_2(r)|_{r=0} - \alpha C_2(r)|_{r=0} = F(r)|_{r=0} = \epsilon_m
\]

(25)

where we exploited that for \( r = 0 \) the non-linear contribution \( \nabla_r \cdot \langle |\delta_r u|^2 \delta_r u \rangle \) is identically zero because of the inviscid energy conservation. It is easy to see that the above relation is equivalent to (8) by noticing that \( \Delta r C_2(r)|_{r=0} = -\langle |\nabla u|^2 \rangle \) and \( C_2(r)|_{r=0} = \langle |u|^2 \rangle \). Assuming stationarity and keeping the distance fixed with \( r \neq 0 \) we get from (24):

\[
- \frac{1}{4} \nabla_r \cdot \langle |\delta_r u|^2 \delta_r u \rangle = v \Delta r C_2(r) + F(r) - \alpha C_2(r),
\]

(26)

which is the configuration-space equivalent of the scale-by-scale energy balance (15). Let us now suppose to have an isotropic forcing-velocity correlation that is peaked at a given scale, \( \ell_m \sim 1/k_m \):

\[
F(r) \sim \epsilon_m \exp(-r^2/\alpha_m^2),
\]

where \( r = |r| \). As we did for the Fourier space we need to distinguish two different scaling regimes.

**Direct cascade: scales smaller than the forcing scale.** In such a range, for any fixed \( r \) one can fix the viscosity small enough to make the dissipative term vanishingly small, i.e there exists a dissipative scale, \( \ell_v \sim 1/k_v \) such that for \( \ell_v \ll r \) the viscous dissipation is negligible. Moreover, both the energy injection and the two-point correlation function are smooth for \( r \ll \ell_m \):

\[
F(r) \sim \epsilon_m; \quad \alpha C_2(r) \sim \epsilon_m.
\]

As a result, in this range of scales we have

\[
- \frac{1}{4} \nabla_r \cdot \langle |\delta_r u|^2 \delta_r u \rangle = \epsilon_m = \epsilon_v
\]

(27)

by further assuming isotropy, it is possible to express the left hand side in terms of the longitudinal third order structure functions, \( S_3^r(r) = \langle |\delta_r u \cdot \hat{r}|^3 \rangle \) to finally obtain the celebrated 4/5 law of Kolmogorov [3] for the inertial range of the direct cascade that reads (in 3D):

\[
S_3^r(r) = -\frac{4}{5} \epsilon_v r; \quad \ell_v \ll r \ll \ell_m.
\]

(28)

The above relation can be dimensionally summarized as

\[
\frac{|\delta_r u|^3}{r} \sim \epsilon_v
\]

(29)

**Inverse cascade: scales larger than the forcing scale.** In the other limit, \( r \gg \ell_m \), we have no direct injection of energy from the forcing, \( F(r) \sim 0 \), we can consider the viscous term to be vanishingly small, and the third-order correlation on the LHS of (26) is balanced by the drag-term contribution only:

\[
S_3^r(r) = \frac{4}{5} \epsilon_v r; \quad \ell_m \ll r \ll \ell_a.
\]

(30)

where we have assumed that for \( r \ll \ell_a \), the correlation \( C_2(r) \) has already saturated to its constant value. Eq. (26) is exact, while in order to get the direct and inverse scaling range in Eqs. (28)-(30) we need to assume the existence of the two scales, \( \ell_v, \ell_a \), fixing the onset of the viscous effects (for \( r \ll \ell_v \)) and the onset of the drag term (for \( r \gg \ell_a \)), as already done for the same quantities in the Fourier space. Depending on the existence of such scales and on their dependency on the control parameters \( R, R_a \), one might end up in a situation where the direct/inverse energy transfer develops a true asymptotically inertial direct and/or inverse scaling range, i.e. a set of scales which becomes more and more extended when \( R \to \infty \) and/or \( R_a \to \infty \), as depicted in Fig. 4.

Expressions (28)-(30) are also important because they give a clear signature of the breaking of time-reversibility and of Gaussianity (in both cases any third order velocity correlation function vanishes identically). The latter observation is connected to the existence of a net non-vanishing energy flux.

### 2.5. Scale-filtered representations

In order to control the multi-scale properties of the flow in configuration space, it is often useful to study the velocity field evolution coarse-grained at scale \( \ell \sim 1/k \). In order to do that, we need to define a filtering operation on a generic velocity field, \( \tilde{u} \):

\[
\tilde{u}(x, t) = \int dy^d G(\mathbf{x} - y)\mathbf{u}(y, t) = \sum_k \tilde{G}(k)\tilde{u}^*(k, t)e^{i\mathbf{k} \cdot \mathbf{x}}
\]

(31)

where we have \( \tilde{G}^* = \tilde{G}(-\mathbf{k}) \) to ensure that the velocity field is a real function. If the filter is a projector, then \( G(\mathbf{k}) \otimes \tilde{G}(\mathbf{k}) = \tilde{G}(\mathbf{k}) \). For example, \( \tilde{G}(k) = 1 \) if \( |k| < k = 1/\ell \) and \( \tilde{G}(\mathbf{k}) = 0 \) otherwise, the filtered field,
\[ \hat{u}^\ell \text{ would coincide with the low-pass field } (16). \] Another popular choice is a Gaussian filter \( \tilde{G}^\ell (k) = \exp(-\ell^2 k^2 / 2). \) Other possible options for \( \tilde{G}^\ell (k) \) are discussed in [5].

The NSE equations for the filtered field are:
\[
\partial_t \hat{u}^\ell + (\hat{u}^\ell \cdot \nabla) \hat{u}^\ell = -\nabla P^\ell - \nabla \tau^\ell + \nu \Delta \hat{u}^\ell - \alpha \hat{u}^\ell + \hat{f}^\ell \quad (32)
\]
where \( P^\ell \) is a pressure term that enforces incompressibility of \( \hat{u}^\ell \) and the sub grid scale (SGS) stress tensor is given by:
\[
\tau_{ij}^\ell = \hat{u}_i^\ell \hat{u}_j^\ell - \hat{u}_i^\ell \hat{u}_j^\ell \quad (33)
\]
Notice that (32) is exact but not closed, i.e. the evolution of the filtered field does depend on the filtered scales via the SGS term. Large eddy simulations are based on the idea of modelling \( \tau_{ij}^\ell \) in terms of the resolved field and it will be briefly discussed in Section 5.3.1.

It is useful to define the SGS energy-transfer, entering in the dynamical evolution of the resolved kinetic energy:
\[
\frac{1}{2} \partial_t |\hat{u}^\ell|^2 + \nabla \cdot A^\ell = -\Pi^\ell + \nu \hat{u}^\ell \cdot (\Delta \hat{u}^\ell) - \alpha |\hat{u}^\ell|^2 + \hat{u}^\ell \cdot \hat{f}^\ell \quad (34)
\]
where \( A^\ell = \hat{u}_i^\ell (\frac{1}{2} |\hat{u}^\ell|^2 + P^\ell) + \hat{u}_i^\ell \tau_{ij}^\ell \) is a globally conservative flux term that redistributes the resolved energy among different spatial positions and
\[
\Pi^\ell(x, t) = -\tau_{ij}^\ell(x, t) \hat{S}_{ij}^\ell(x, t) \quad (35)
\]
is the SGS energy flux and \( \hat{S}_{ij}^\ell = \frac{1}{2} (\partial \hat{u}_j^\ell + \partial \hat{u}_i^\ell) \) is the resolved strain-rate tensor. The energy transfer between resolved and sub-filter scale is controlled by \( \Pi^\ell \) and it is straightforward to show that for the case of a sharp Fourier projector (\( \tilde{G}^\ell (k) = 0 \) if \( |k| > k = 2\pi / \ell \); \( \tilde{G}^\ell (k) = 1 \) otherwise) we have that:
\[
\langle \Pi^\ell(x, t) \rangle = \Pi_E (k, t); \quad \text{with} \quad k = 2\pi / \ell, \quad (36)
\]
i.e. the space average of the SGS energy transfer coincides with the nonlinear energy flux in Fourier space \( \Pi^\ell \) at the corresponding wavenumber. An important issue is connected to the characterization of the space–time fluctuations of \( \Pi^\ell (x, t) \) and to the possibility of defining a local-in-space Richardson cascade, to identify regions where a breakdown of eddies into smaller and smaller eddies is coherently observed within some space and time domains, as discussed in Section 5.3.1.

The SGS tensor also becomes very relevant in quasi-2D flows where in the presence of a split cascade and in the presence of a large-scale condensate, some regions in space act locally like 3D cascading energy forward while other regions act like 2D cascading energy inversely (see e.g. Sections 4.2.3, 4.3).

3. Definitions of turbulent cascades

In this section we give a precise definition of what do we mean by cascade. Although the meaning of forward and inverse cascades has been stated many times in the literature, and it might be simple for 3D and 2D turbulence, in the case where a split transfer to both large and small scales is developed (as will be the case for many thin layers configurations examined in Section 4) one needs to be careful because the amplitude of the cascade can be very small and needs to be distinguished.
from any transient transfer. Furthermore, even in presence of a simple unidirectional transfer, ultraviolet and infra-red cut-off might play an important role in the limit of large $Re, R_{∞}$ numbers. E.g., in the presence of a finite volume and in the limit $R_{∞} → \infty$, the infrared cutoff will stop the inverse cascade, leading to an accumulation of energy at the smallest wavenumber and to the formation of a large-scale condensate (see Section 3.4 and the discussion about Fig. 12). The large-scale structures might finally induce a strong feedback on the inverse inertial range, break the scaling properties and bring the system close to a quasi-equilibrium state. Our definitions will be tailored to take into account all basic ingredients. Here we only consider the cases of a steady state, thus in all arguments the long time limit is considered before any other limiting procedure is taken.

The best way to proceed is by first examining a few idealized examples, that demonstrate some basic concepts before reaching the exact definitions. We start by examining the Kolmogorov theory for the forward 3D energy cascade (Section 3.1) and the Batchelor–Kraichnan theory for the 2D inverse energy and direct enstrophy transfers (Section 3.2). These two examples will allow us to introduce also the concept of scale-invariance and a first important set of dimensional estimates for the dependency of $\ell_{in}$ and $\ell_{C}$ on $Re, R_{∞}$. We proceed by discussing the case of: a split cascade (Section 3.3), a statistical equilibrium (Section 3.4), multiple simultaneous transfers of different inviscid invariants (Section 3.5). Finally we conclude this chapter in Section 3.6 with a series of precise definitions for all the above cases, including bidirectional and flux-loop cascades, and with a classification of cascade transitions in Section 3.7.

### 3.1. 3D direct energy cascade and the Kolmogorov 1941 theory

As a paradigmatic example of a direct cascade we discuss the case of 3D HIT. It is an empirical fact that in 3D there is no inverse energy cascade and therefore we start by putting the large scale drag $\alpha = 0$ and $\epsilon_{\alpha} = 0$. Here we will only consider the case of zero helicity injection, postponing to Section 4.1 the discussion of the opposite case.

From the stationary relation (8), the energy injection rate needs to be equal to the averaged energy dissipation rate $\epsilon_{in} = \epsilon_{v}$. We note that these equalities hold independently of the value of $Re$, and their validity does not imply the presence of a cascade. To define the cascade we need to compare the flux to the amplitude of the fluctuations and we need to make sure that there exists a well-defined scale separation between the wavenumbers where we have the maximum of the injection rate and the maximum of viscous dissipation. Thus, in the limit $Re → \infty$ we consider the dimensionless ratio

$$D_{v} = \frac{\epsilon_{v}}{\nu^{3/2} \epsilon_{in}},$$

(37)

sometimes called the drag coefficient. It is a fact based on numerical simulations and experimental data that this quantity remains finite even in the limit of infinite Reynolds number:

$$\lim_{Re → \infty} D_{v} > 0. \quad (38)$$

where the constant value might depend on the forcing mechanism [129]. Let us notice that both definitions of the Reynolds number given by expressions (2) or (3) would be here equivalent. In the first case one considers $\nu = \nu_{in}$ fixed and (38) implies that as $\nu → 0$, $\nu$ remains bounded from above while in the second case one considers $\nu$ fixed and it implies that as $\nu → 0$ the dissipation rate $\nu_{v}$ remains bounded from below. The existence of a non-zero energy dissipation even in the limit $\nu → 0$ is one of the major fingerprints of 3D turbulence and goes under the name of dissipative anomaly [130–132]. The fact that $D_{v}$ remains an order one quantity, tells us that the direct energy cascade in 3D HIT is always strongly out-of-equilibrium, and far from a perturbative quasi-equilibrium solution which would require $D_{v} = 0$ or $D_{v} ∝ 1$.

#### 3.1.1. Fourier space

If (38) holds and considering the expression (19) for the energy dissipation, we must have that the peak of the enstrophy spectrum, $k^{2}E(k)$, is centred around a wavenumber $k_{0} → \infty$ when $\nu → 0$ leading to the formation of the inertial range, $k_{in} ≪ k ≪ k_{0}$, where viscous effects can be neglected and the energy flux is constant, $\Pi_{E}(k) = \epsilon_{in}$. This is equivalent to the statement made in configuration space, leading to (28).

A phenomenological prediction for the spectrum was developed by Kolmogorov in 1941 (K41) based on the idea that only the mean flux, $\epsilon_{in}$, plays a statistical role in the inertial range [2]. In such a case, Kolmogorov derived the celebrated $-5/3$ power law inertial-range behaviour for the spectrum:

$$E(k) = C_{k} \epsilon_{in}^{2/3} k^{-5/3}, \quad k_{in} ≪ k ≪ k_{0}, \quad (39)$$

where $C_{k}$ is the so-called Kolmogorov constant. By plugging the K41 spectrum into the expression for the total viscous dissipation given after Eq. (20), we can finally define the dependency of the UV cut-off, $k_{0}$, on $Re$. In order to do that, we define $k_{v}$ as the scale where the inertial range flux becomes comparable with the dissipative term:

$$\Pi_{E}(k_{v}) ∝ \epsilon_{v}; \quad \epsilon_{in} ∝ \nu \epsilon_{in}^{2/3} k_{v}^{-4/3}, \quad (40)$$

where to get to this estimate we have plugged (39) in (20) and summed up to $k_{v}$. By using (3) we finally obtain:

$$k_{v} ∝ k_{in} Re^{3/4}. \quad (41)$$
The above result is very important, it shows the self-consistency of the K41 theory: by assuming that for large Reynolds viscosity does not play a role for \( k \ll k_\alpha \), one derives a prediction for the spectrum that consistently defines a viscous cut-off which becomes larger and larger for \( Re \to \infty \). In Fig. 5 we summarize the results for spectrum and flux within the K41 theory. This result, together with the existence of the dissipative anomaly are the two fingerprints of the forward energy cascade in HIT. On the other hand, when viscosity sets-in we must have that in the far dissipative region, \( k \gg k_\nu \), an asymptotic matching between transfer and viscous terms develop, leading to an exponential or super exponential fall off with an exponent \( \beta > 0 \):

\[
E(k) \sim \exp(-k/k_\nu)\beta; \quad k \gg k_\nu.
\]

Before concluding this section, we briefly discuss what happens in the IR range, \( k \ll k_{in} \), where no net inverse transfer of energy is observed in 3D HIT. As said, if \( \alpha = 0 \), at equilibrium we must have no transfer at all, \( \Pi_\nu(k) = 0 \), and the spectral distribution of energy is strongly depleted. It has been suggested that these scales reach a statistical (thermal) equilibrium due to local and non-local energy diffusion across the wavenumbers, with all Fourier modes feeling a sort of thermal bath described by a Gibbs-ensemble equipartition distribution \( E(k) \propto k^2 \) that is discussed in Section 3.4. The validity of such assumption is still unclear and it is the subject of current investigations [99–101,109,110,133]. If we consider the case of small but non-zero \( \alpha \) we expect similar conclusions. Since in 3D there is no evidence of an inverse cascade, the flux of energy to the large scales although non-zero (\( \epsilon_\alpha \) is a strictly positive quantity if \( \alpha > 0 \)) it will be still sub-dominant. The spectra could however be strongly modified even for small values of \( \alpha \) and become steeper than \( k^2 \). The absence of a range of scales where there exists a constant inverse flux implies that we cannot expect the existence of a large-scale dissipative anomaly similar to (38). If we define the drag for the inverse transfer as:

\[
D_\alpha = \frac{\epsilon_\alpha}{\epsilon^{3/2}k_{in}}.
\]

we must have:

\[
\lim_{k_\alpha \to \infty} D_\alpha = 0.
\]

3.1.2. Configuration Space

Generalizing the results obtained in Fourier space, the K41 theory assumes that the whole probability distribution function (PDF) of the velocity increments in the inertial range is fully determined by the mean energy injection only, if isotropy holds. Introducing the longitudinal and transverse velocity increments as:

\[
\delta_k^o \mathbf{u} = \delta_k \mathbf{u} \cdot \hat{r}; \quad \delta_k^T \mathbf{u} = \delta_k \mathbf{u} - \langle \delta_k^o \mathbf{u} \rangle \hat{r}
\]

where with \( \hat{r} \) we indicate the unit vector in the direction of the displacement, Kolmogorov predicted for the nth order longitudinal and transverse structure function:

\[
S_n^o(r) = \langle |\delta_k^o \mathbf{u}|^n \rangle \quad S_n^T(r) = \langle |\delta_k^T \mathbf{u}|^n \rangle
\]

the celebrated \( n/3 \) law for the scaling exponents in the inertial range:

\[
S_n^o(r) \sim C_n^o \epsilon_{in}^{n/3} r^{n/3}; \quad S_n^T(r) \sim C_n^T \epsilon_{in}^{n/3} r^{n/3}; \quad \ell_\nu \ll r \ll \ell_{in}
\]

where \( C_n^o, C_n^T \) are dimensionless constants. From (41) we have \( \ell_{in}/\ell_\nu \sim k_\nu/k_{in} \sim Re^{3/4} \). Similarly, the exponential decay in the Fourier viscous range corresponds to an analytical smooth behaviour for the velocity field in the range \( r \ll \ell_\nu \), i.e. the longitudinal and transverse increments must be \( \propto r^n \) if \( r \ll \ell_\nu \). It is important to notice that in (46) the scaling of each single component of the transverse increments would be strictly zero for odd moments if isotropy holds [134]. This is not the case...
for longitudinal increments as seen from the 4/5-law (28). From the scaling (46) one can build the longitudinal skewness, a dimensionless measure of the intensity of the flux normalized with the root-mean-squared velocity fluctuations at scale $r$:

$$K_3^r(r) = \frac{S_3^r(r)}{(S_2^r(r))^{3/2}} = C_3^r/(C_2^r)^{3/2} = \text{const.}$$  \tag{47}

which can be considered a scale-by-scale generalization of (37), i.e. a proxy of the out-of-equilibrium nature of the forward energy cascade.

On one side, K41 theory is considered a milestone for building a theory of turbulence and it is known to describe many important quantitative and qualitative realistic properties. On the other side, there is now a long enough series of experimental and numerical evidence to know that it is not exact, even limiting the discussion to the case of HIT. The most important point where it fails is linked to the existence of anomalous corrections to the inertial-range scaling exponents. Overwhelming evidences show that velocity increments are characterized by a whole spectrum of anomalous inertial-range exponents, see, e.g., [126,127,129,135]:

$$S_n^r(r) \propto \left(\frac{r}{\ell_m}\right)^{\zeta_n}; \quad S_n^r(r) \propto \left(\frac{r}{\ell_m}\right)^{\zeta_n^T};$$  \tag{48}

with $\zeta_n^T, \zeta_n^T \neq n/3$ except for the case $\zeta_2^L = 1$ where (28) holds exactly. The departure from a linear dimensional behaviour of the scaling exponent goes under the name of intermittency and it will be further discussed in Section 5.2. Theoretical considerations based on isotropy [134] would also require $\zeta_n^T = \zeta_n^T$, a fact that is not fully realized at the Reynolds numbers available nowadays [127]. For what has been said until now, the most important consequence of intermittency is connected to the fact that by using (48) the skewness is not constant any more:

$$K_3^r(r) \sim \left(\frac{r}{\ell_m}\right)^{\zeta_3^L - \zeta_2^2} = r^{-0.06}; \quad \ell_v \ll r \ll \ell_m$$  \tag{49}

where the value 0.06 of the exponent is taken from the most updated numerical and experimental results [127]. The fact that the exponent is small and negative is very important. It means that at moderate Reynolds numbers, the skewness can be considered almost constant, because $r$ cannot vary too much due to the limited extension of the inertial range. On the other hand, for large enough Reynolds, because of (41) we have $\ell_v \to 0$ and we can send the ratio $r/\ell_m \to 0$, still remaining in the scaling region. In this limit, the skewness will become larger and larger, indicating stronger and stronger out-of-equilibrium properties and a stronger and stronger departure from quasi-Gaussian statistics (where $K_3(r) = 0$). This is often visualized by plotting the energy dissipation field, which turns out to be highly spotty and spiky in configuration space, with vast regions with very small values and a few isolated islands of high intensity, i.e. an intermittent spatial distribution (see Fig. 65).

### 3.2. 2D inverse energy cascade and the Batchelor–Kraichnan theory

2D turbulence is a paradigmatic example where an inverse energy transfer is observed. It was predicted in a series of historical works by Kraichnan, Leith and Batchelor [136–138] and has been reproduced in numerical simulations [139–142] and experiments [35,143]. A review can be found in [144,145]. In two dimensions, the NSE (1) can be written in terms of the out-of-plane vorticity $w = \partial_y u_x - \partial_x u_y$, as an advection–diffusion equation with the forcing term $f_w = \partial_y f_x - \partial_x f_y$:

$$\partial_t w + \mathbf{u} \cdot \nabla w = -\alpha w + v \nabla^2 w + f_w.$$  \tag{50}

As a result, the nonlinearity conserves the enstrophy $Z(t) = \frac{1}{2} \langle |w|^2 \rangle$ and all moments of the vorticity $\langle |w|^n \rangle$. Unlike for the 3D flow, where we considered for simplicity the case of zero helicity injection, enstrophy injection cannot be set to zero without setting the energy injection also to zero. In 2D, for enstrophy we have the exact balance:

$$\partial_t Z(t) = -Z_\omega(t) - Z_\omega(t) + \zeta_{\text{in}}(t)$$  \tag{51}

here $Z_\omega(t) = v(\langle |\nabla w|^2 \rangle)$ is the enstrophy dissipation due to viscosity, $Z_\omega(t) = \alpha(\langle |w|^2 \rangle)$ is the enstrophy dissipation due to the large scale drag and $\zeta_{\text{in}}(t) = \langle f_w w \rangle \propto \epsilon_{\text{in}}/\ell_{\text{in}}^2$ is the enstrophy injection rate. The long-time average leads to

$$\zeta_{\text{in}} = \zeta_\omega + \zeta_\omega.$$

#### 3.2.1. Fourier space

Considering the forcing acting only at a limited range of wavenumbers around a specific scale, $k_{\text{in}}$, the energy and enstrophy injections are related by $\zeta_{\text{in}} = k_{\text{in}}^2 \epsilon_{\text{in}}$. Similarly, the energy spectrum $E(k)$ and the enstrophy spectrum $E_Z(k)$ are connected by the relation $E_Z(k) \approx k^2 E(k)$. Thus, the cascade of the two ideal invariants cannot be discussed separately, but leads to a situation where two fluxes coexist, referred often as a dual cascade. Defining a low-pass vorticity field similarly to (16), we introduce the 2D enstrophy flux:

$$\Pi_Z(k) = \langle w^{-k} (\mathbf{u} \cdot \nabla) w \rangle.$$  \tag{53}
and using the same arguments as for the 3D energy cascade we distinguish a direct inertial range for the enstrophy transfer if there exists a window at high wavenumbers where the non-linear flux is constant

\[ \Pi_{E}(k) \simeq \zeta_{in} - \zeta_{o} = \zeta_{v}, \quad k_{in} \ll k \ll k_{o} \]  

while for the inverse enstrophy cascade we should have in the low \( k \) region:

\[ \Pi_{E}(k) \simeq \zeta_{in} - \zeta_{v} = \zeta_{a}, \quad k_{a} \ll k \ll k_{in}. \]  

To study the inverse cascade range, there are two limiting procedures that need to be considered and that lead to different situations. The first limit corresponds to the large box limit \( k_{in} L \rightarrow \infty \) (or \( k_{o}/k_{in} \rightarrow 0 \)) and the second is the limit \( R_{o} \rightarrow \infty \). If the large box limit is taken first then the system saturates in a state with a finite inverse energy flux, while if the large \( R_{o} \) limit is taken first then the system saturates to a condensate state that resembles to a statistical equilibrium (see also Section 3.4).

We begin with the case when the large-box limit is taken first. Assuming the working hypothesis that there exists a separation of scales, \( k_{o} \ll k_{in} \ll k_{o} \) (an assumption that as we saw for the K41 theory can depend on the existence of a finite dissipation limit and whose self-consistently can be only checked aposteriori) we have that for any wavenumber in the inverse range the energy and enstrophy flux will satisfy (21) and (55) respectively, while in the forward range (22) and (54) hold.

In the forward range, \( k_{in} \ll k \ll k_{v} \), we can write:

\[ \Pi_{E}(k) \simeq 2v \sum_{k' = k}^{\infty} (k')^{2} E(k') \leq 2v k^{-2} \sum_{k' = k}^{\infty} (k')^{2} E(k') = k^{-2} \Pi_{E}(k) = \zeta_{in} k^{-2}. \]

where the first equality is obtained by using (22) and estimating \( \epsilon_{v} \sim 2v \sum_{k' = k}^{\infty} (k')^{2} E(k') \) if \( k < k_{v} \) because the contribution to dissipation must be concentrated at \( k \sim k_{v} \).

Similarly, in the inverse range, \( k_{a} \ll k \ll k_{in} \), we must have:

\[ -\Pi_{E}(k) \simeq 2a \sum_{k' = 0}^{k} (k')^{2} E(k') \leq 2a k^{2} \sum_{k' = 0}^{k} E(k') = k^{2} \Pi_{E}(k) = \epsilon_{in} k^{2}. \]

Thus, neither in the large (56) nor in the small (57) wavenumber range we can have a constant enstrophy flux together with a constant energy flux: the two quantities must have a dual and counter-directional cascade (see Definition 9 in Section 3.6). The original version of this argument was presented in [146]. It has been reformulated and applied to different contexts in the literature [137, 146–155] and we will generalize it in Section 3.5. It indicates that energy is transferred towards large scales with a constant flux \( \Pi_{E}(k) = -\epsilon_{in} \) and a vanishing enstrophy flux, \( \lim_{k \rightarrow 0} \Pi_{E}(k) = 0 \), while at small scales enstrophy cascades forward with a constant flux \( \Pi_{E}(k) = -\zeta_{in} \) and a vanishing energy flux \( \lim_{k \rightarrow \infty} \Pi_{E}(k) = 0 \). Note that, unlike in the 3D case for which the strict forward cascade of energy is an empirical result, the simultaneous conservation of energy and enstrophy allows us to predict the inverse cascade of energy (and a forward cascade of enstrophy) in the 2D case. It is also important to note that these arguments work because enstrophy is a sign-definite invariant. Once the inverse energy cascade is established, one can reproduce the same phenomenological arguments put forward in K41 for the 3D case leading to the same spectrum slope, \(-5/3\), and a different prefactor \( C_{K} \):

\[ E(k) = C_{K} k^{-2/3} k^{-5/3}; \quad k_{a} \ll k \ll k_{in}. \]

Repeating the same reasoning done for the range dominated by the energy transfer, one can assume that in the direct cascade only the mean enstrophy flux plays a role, resulting in the Batchelor–Kraichnan prediction for the energy spectrum in the enstrophy cascade range:

\[ E(k) = C_{B} k^{-2/3} k^{-3/2} \log^{1/3}(k/k_{o}); \quad k_{in} \ll k \ll k_{v}. \]

where the logarithmic correction \( \log^{1/3}(k/k_{o}) \) comes from a more detailed self-consistent analysis [156]. This correction can be neglected for most of the purpose of this discussion. With the same arguments and by balancing the energy flux with the drag term, \( \epsilon_{in} \sim a \sum_{k} E(k) \sim \alpha^{2/3} k^{-2/3} \), we obtain that

\[ k_{o} \propto k_{o} R_{o}^{-3/2} \]

where we have used the fact that in the inverse cascade regime (58) the large scale drag is dominated by the contribution at \( k_{a} \); \( \sum_{k} E(k) \sim k_{o} E(k_{o}) \). Similarly, for the direct enstrophy range by balancing the enstrophy flux with the enstrophy dissipation rate, \( \zeta_{in} \sim \nu \sum_{k} k^{4} E(k) \sim \nu k_{o} E(k_{o}) \) we obtain

\[ k_{v} \propto k_{in} R_{o}^{1/2}. \]

Both estimates (60) and (61) are important because they self-consistently close the assumptions made, indicating that the hypothesis to have an inverse inertial range dominated by the energy flux and a direct inertial range dominated by
the enstrophy flux lead to the definition of two cut-off scales such that \( k_s \ll k_{in} \ll k_o \). In Fig. 6 we summarize the 2D phenomenology, by plotting the spectra for the energy (inverse) and enstrophy (direct) cascade together with the relative fluxes.

There are two more things that we need to discuss at this point. First, we cannot have some enstrophy dissipation without having some enstrophy dissipation too and vice versa. Thus, along with the inverse energy cascade some enstrophy has to arrive at the large scales also and similarly some energy needs to arrive at the small scales due to the enstrophy direct cascade. In particular, given the scaling (58) and (59) the enstrophy dissipation by the drag force \( \zeta_o \sim \alpha \sum k^2 E(k) \) is dominated by the forcing scale \( k_{in} \) and

\[
\zeta_o \propto \alpha k_{in}^3 E(k_{in}) \propto \zeta_{in} R_a^{-1}
\]

and therefore \( \zeta_o/\zeta_{in} \to 0 \) as \( R_a \to \infty \). One arrives at the same conclusion using a high-order hypo-viscosity \(-\alpha(-\Delta)^n u\), so that most of its dissipation is limited to the small wavenumbers \( k \sim k_o \) then \( \zeta_o \sim (k_o/k_{in})^2 \zeta_{in} \) where \( k_o \to 0 \) as \( \alpha \to 0 \). Thus, the amplitude of the inverse enstrophy flux compared to the total enstrophy injection rate goes to zero in the limit \( R_a \to \infty \). In the same way, by estimating the viscous energy dissipation at the viscous scale as \( \epsilon_v \propto \nu \nu^3 E(k) \) we reach:

\[
\epsilon_v \propto \epsilon_{in} R^{-1} \log[R R]^{2/3}
\]

where the logarithmic correction (59) was taken into account. If a high-order hyper-viscosity \(-\nu(-\Delta)^n u\) is used to limit dissipation at \( k \sim k_o \) we obtain \( \epsilon_v \sim (k_o/k_{in})^2 \epsilon_{in} \) with \( k_o \to \infty \) as \( \nu \to 0 \). Therefore the forward energy flux decreases to zero in the limit \( \text{Re} \to \infty \). A beautiful experimental verification of the 2D energy and enstrophy cascades is provided in Fig. 7.

Second, we need to note that in the presence of the inverse cascade the total energy in the system is dominated by the large scales and grows with \( R_a \) as \( \mathcal{E} \sim k_o E(k_o) \propto R_a \) where we have used (60). Thus, the drag coefficient due to the large scale friction \( D_o \) if defined as in (42) decreases with \( R_a \). The system however remains far from a statistical equilibrium state. The reason is that the peak of the energy spectrum is around \( k_s \), and the latter should be used instead of \( k_{in} \) in the definition (42). Therefore, we can redefine the two drag coefficients as:

\[
D_v = \frac{\epsilon_v}{\mathcal{E}^3/2 k_o} \quad \text{and} \quad D_o = \frac{\epsilon_o}{\mathcal{E}^3/2 k_{in}}.
\]

Alternatively, we can replace the energy used in the definition of the dimensionless drags as the energy \( \mathcal{E}_{in} \) contained in a neighbourhood of \( k_{in} \) (of fixed width independently of \( \alpha \) and \( \nu \)) e.g.

\[
\mathcal{E}_{in} = \sum_{k' = k_{in}/2}^{2k_{in}} E(k')
\]

and define the small and large-scale drag coefficients as

\[
D_v = \frac{\epsilon_v}{\mathcal{E}_{in}^3/2 k_{in}} \quad \text{and} \quad D_o = \frac{\epsilon_o}{\mathcal{E}_{in}^3/2 k_{in}}.
\]

The two definitions (66) and (64) are equivalent up to an order one coefficient and lead to \( D_v \to 0 \) and \( D_o \to O(1) \) as \( R_a, \text{Re} \to \infty \). Similarly we can define the enstrophy drag coefficients as:

\[
G_v = \frac{\zeta_v}{\mathcal{E}_{in}^3/2 k_{in}}^3 \quad \text{and} \quad G_o = \frac{\zeta_o}{\mathcal{E}_{in}^3/2 k_{in}}^3.
\]
With these definitions and within the 2D Batchelor–Kraichnan phenomenology, we obtain that also in 2D we have two dissipative anomalies both at large and small scales, i.e. a finite dissipation limit:

$$\lim_{k_0 \to \infty} D_\alpha > 0 \quad \text{and} \quad \lim_{Re \to \infty} G_\nu > 0.$$  (68)

We now discuss the other case when the limit $\alpha \to 0$ is taken before taking the large box limit $L \to \infty$. In this case the inverse cascade that develops at early times will eventually reach the scale of the box, and energy will start to accumulate at the largest scales of system forming a condensate. The transition to the condensate regime will occur when the expression (60) for $k_\alpha$ becomes smaller than the minimum wavenumber $k_0 \sim 2\pi / L$ i.e. there will be a condensate if

$$k_0 / k_{in} > R_{u}^{-3/2}.$$  (69)

The saturation of the condensate occurs when the large scales become efficient at dissipating the energy either by the drag term or by the viscous term $\epsilon_{in} \sim (\alpha k_0 + \nu k_0^2) E(k_0)$. This implies that at steady state the energy of the condensate is given by

$$\mathcal{E} \simeq k_0 E(k_0) \propto \frac{\epsilon_{in}}{\alpha + \nu k_0^2},$$  (70)

which therefore tends to $\infty$ when $Re, R_{\alpha} \to \infty$. To estimate the ratio of the inverse flux to the velocity fluctuations we need to evaluate the drag coefficients at the large scales using (64) with $k_\alpha = k_0$ and $\mathcal{E} \sim k_0 E(k_0)$:

$$D_\alpha \sim \frac{\epsilon_{in}}{\mathcal{E}^{3/2} k_0}$$  (71)

which tends to 0 as $Re, R_{\alpha} \to \infty$ and where we must also consider that $\epsilon_{in} \sim \epsilon_{in}$. In such a case, the amplitude of the velocity fluctuations at the large scales are much larger than the injection energy rate, the system does not have any more a clear scale separation, as summarized by the right panel of Fig. 2, and it is close to an equilibrium state as discussed in Section 3.4 and by Definition 13 in Section 3.6. We note that these arguments assume a constant energy injection rate $\epsilon_{in}$. It was pointed out in [114,158] that if one uses a constant forcing amplitude, although (70) and (71) still hold, $\epsilon_{in}$ depends on the condensate amplitude $k_0 E(k_0)$, it might tend to 0 for $R_{\alpha} \to \infty$ and can thus alter the scaling properties. In conclusion,
when one investigates the properties of the steady state inverse cascade, the limit $L \to \infty$ has to be taken before the $R_\alpha \to \infty$ while when the properties of a condensate are studied the limits need to be taken in the inverse order.

### 3.2.2. Configuration space

As done for the 3D case, one can move to configuration space and extend the Batchelor–Kraichnan theory by assuming self similarity of the velocity increments PDF in the direct and inverse inertial ranges. Concerning the inverse energy cascade range, one obtains the same $n/3$ scaling prediction for the $n$th order longitudinal and transverse velocity structure functions as in (46). In the 2D inverse cascade regime however the pre-factor of the exact law (30) is $3/2$ instead of $4/5$. For the direct enstrophy cascade, only the enstrophy flux might enter in the description and one obtains the prediction of a smooth velocity behaviour [159–161]:

$$
\begin{align*}
S_L^3 (r) &\propto \frac{2}{3} \epsilon_{in} r^3; \quad \ell_{in} \ll r \ll \ell_{\alpha} \\
S_T^3 (r) &\propto \frac{1}{8} \epsilon_{in} r^3; \quad \ell_{v} \ll r \ll \ell_{in}
\end{align*}
$$

which can be dimensionally generalized to all orders and to transverse increments as:

$$
\begin{align*}
S_L^n (r) &\propto \epsilon_{in}^{n/3} r^{n/3}; \quad \ell_{in} \ll r \ll \ell_{\alpha} \\
S_T^n (r) &\propto \epsilon_{in}^{n/3} r^{n}; \quad \ell_{v} \ll r \ll \ell_{in}
\end{align*}
$$

At difference from what is observed in 3D, there is no signature of anomalous corrections to the scaling in either the inverse energy cascade or the direct enstrophy cascade for what concerns the velocity statistics, while the scaling of the vorticity field is anomalous and intermittent in the direct inertial range [162–164]. Both intermittency and the energy spectrum are eventually affected by the intensity of the large-scale drag as briefly discussed at the end of Section 4.7.3. It is important to stress that even if the inverse energy cascade is not intermittent, it remains far from equilibrium, with a constant $O(1)$ skewness. In Fig. 8 we summarize the scaling for the longitudinal third-order structure function for the Batchelor–Kraichnan theory.

### 3.3. Split energy cascade

Next, we move to the case where we are in the presence of a split energy transfer, such that part of the injected energy goes to small and part to large scales. This situation appears in many systems, e.g. thin layers, rotating or conducting fluids as will be examined below. In these examples, some external mechanisms (e.g. rotation, confinement, stratification, etc...) introduce a breaking of global symmetries and result in the system behaving as if it is 2D at some scales and 3D at others. The phenomenology becomes much more complex, because the external mechanisms often break statistical isotropy and scale invariance. The transition from a forward to an inverse cascade however does not only occur due to a reduction of dimensionality. As we will discuss in Section 4.1 a transition from direct to inverse energy transfer is possible in 3D flows, under some constraints on the helical content of all Fourier modes and in pure 2D flows in the presence of magnetic fields (see Section 4.6). Therefore a change of dimensionality is only one of the possible mechanisms that can be responsible for the reversal of the turbulent energy flux. We will go back to the most important applications later in the review, here we give a general reasoning for the presence of split cascades and list their basic properties. We first connect the presence of a split cascade with the existence of different physical features at small and large scales. As an example, let us consider a thin layer of vertical height $H$, where the non-dimensional control parameter is the relative height $k_0 H$. In this system the large scales, $\gg H$, are constrained to have a 2D behaviour while the small scales, $\ll H$, are free to evolve in all three dimensions. Thus, provided that some energy arrives at large scales, it will continue to cascade inversely becoming more and more 2D-like as the inverse cascade proceeds. Similarly, if some energy arrives at the small scales, it will continue to cascade forward since the effect of confinement becomes less and less important. If both cases are feasible, and the non-linearities are

Fig. 8. Lin–lin plot of the scaling for the third-order longitudinal structure function with the two scaling ranges: $\propto r^3$ in the smooth enstrophy cascade regime and $\propto r$ for the inverse energy cascade.
efficient enough to transport energy to small and large scales, then a fraction of the energy cascades forward and a fraction backward.

One can therefore generalize and conjecture that if the dynamical properties of the flow at scales $r \gg \ell_{\text{in}}$ are such to support an inverse transfer, and at the same time at scales $r \ll \ell_{\text{in}}$ they support a forward cascade then a split cascade is observed, at least for some range of parameters. If a split cascade exists, the flux relations are given by the ones derived in (21)–(22). The difference from the 3D and 2D HIT is that neither $\epsilon_{\nu}$ nor $\epsilon_{\alpha}$ are negligible in the limits $\text{Re}, R_{\alpha} \to \infty$. In this limit we expect that the energy flux will be constant and equal to $-\epsilon_{\alpha} \neq 0$ in the range $k_{\alpha} \ll k < k_{\text{in}}$ while constant and equal to $\epsilon_{\nu} \neq 0$ in the range $k_{\nu} \ll k < k_{\alpha}$. 

The asymptotic form of the spectra at $k_{\alpha} \ll k < k_{\text{in}}$ and $k_{\nu} \ll k < k_{\alpha}$ will be connected to the properties of the corresponding cascade, but at intermediate wavenumbers different superpositions of power laws can appear. The idealized situation is qualitatively summarized in Fig. 9.

Similarily in configuration space the third order structure function $S_3(r)$ will be as the one depicted in Fig. 4 where the two slopes are proportional to the two opposite fluxes. In the presence of a split cascade, it is important to determine what is the fraction of the injected energy that cascades to the large scales and the one that goes to small scales:

$$Q_{\alpha} = \frac{\epsilon_{\alpha}}{\epsilon_{\text{in}}}, \quad Q_{\nu} = 1 - Q_{\alpha} = \frac{\epsilon_{\nu}}{\epsilon_{\text{in}}}.$$  \hspace{1cm} \text{(75)}

The fractions $Q_{\alpha}, Q_{\nu}$ might depend on the control parameters and in some cases it is possible that either $Q_{\alpha}$ or $1 - Q_{\alpha}$ can take very small values. In the latter situation, one must be careful to distinguish the system from a flow in equilibrium, as it will be discussed in the next section.

### 3.4. Statistical equilibrium

Here, we examine the cases where the flux is exactly zero or close to zero, so that the system reaches a stationary equilibrium. These zero flux solutions were examined in [98,165,166] and have been the subject of many theoretical work in turbulence [101,106–108,133,167]. They have provided important insight for the behaviour of large-scale flows [109–111,168], they have been used to explain the bottleneck effect at small scales [99,100,169] and applied to a variety of different systems [102,103,105,170]. They have also been conjectured to predict the direction of a cascade based on whether the resulting distribution of energy of these equilibrium solutions peaks at small or large scales.

Strictly speaking the equilibrium is thought to describe the truncated Euler equations defined in a finite set of wavenumbers so that there is a minimum $k_0$ and a maximum $k_{\text{max}}$. The truncated Euler equations are given by

$$\partial_t u^{<k_{\text{max}}} + \mathbb{P}_{k_{\text{max}}} [u^{<k_{\text{max}}} \cdot \nabla u^{<k_{\text{max}}} + \nabla P] = 0 \hspace{1cm} \text{(76)}$$

where the projector operator $\mathbb{P}_{k_{\text{max}}}$ removes all wave numbers larger than $k_{\text{max}}$ as in (16) and there exists a finite IR cut-off, $k_0 > 0$. This idealized system conserves exactly energy and helicity in 3D and energy and enstrophy in 2D. In the truncated Euler system all stationary fluxes are equal to zero, since $\epsilon_{\text{in}} = \epsilon_{\nu} = \epsilon_{\alpha} = 0$. Thus, there is no notion of a cascade in steady state.

At large times this system is said to thermalize in the sense that its degrees of freedom can be described to a good approximation by a Gibbs-ensemble, such that the probability $\mathcal{P}$ that the system is found in a state $u^{<k_{\text{max}}}$ is given by

$$\mathcal{P}[u^{<k_{\text{max}}}] = \frac{1}{Z} e^{-\gamma E - \beta H} \text{ in 3D and } \mathcal{P}[u^{<k_{\text{max}}}] = \frac{1}{Z} e^{-\gamma E - \beta Z} \text{ in 2D}$$  \hspace{1cm} \text{(77)}
where \( Z \) is a normalization factor and \( \gamma \) and \( \beta \) are two constants that determine the energy and the helicity of the system in 3D or the energy and the enstrophy in 2D. Using this assumption, the time averaged energy spectra can be evaluated \([98]\), resulting in 3D to

\[
E(k) = \frac{4\pi k^2}{\gamma^2 - \beta^2 k^2}, \quad k_0 \leq k \leq k_{\text{max}}
\]

while in 2D one obtains:

\[
E(k) = \frac{2\pi k}{\gamma + \beta k^2}, \quad k_0 \leq k \leq k_{\text{max}}.
\]

Note that in the 3D case, the energy spectrum always peaks at the largest wave number \( k_{\text{max}} \) and for zero helicity, \( \beta = 0 \), the expression (78) corresponds to the equipartition of energy in all Fourier modes, which is also often called the \textit{thermal} spectrum. For non-zero helicity the system has a singularity at \( k = \gamma / \beta \) which however is larger than \( k_{\text{max}} < \gamma / \beta \). The stronger the helicity the closer \( k_{\text{max}} \) is to \( \gamma / \beta \) and energy is concentrated close to \( k_{\text{max}} \). In 2D, depending on the relative value and sign of \( \gamma \) and \( \beta \), the spectrum can peak either at \( k_{\text{max}} \) or at \( k_0 \). A singularity exists also in this case if \( \gamma / \beta < 0 \) at \( k = \sqrt{-\gamma / \beta} \) that lies outside the range of available wavenumbers \( \sqrt{-\gamma / \beta} \notin [k_0, k_{\text{max}}] \). When \( \gamma < 0 \) and \( \sqrt{-\gamma / \beta} \) is close (but smaller) to \( k_0 \), then most of the energy is concentrated at the smallest wavenumber \( k_0 \). This is typically referred as a condensate state and corresponds to a “\textit{negative temperature}” state because \( \gamma < 0 \). On the contrary when \( \gamma > 0 \) and \( \sqrt{-\gamma / \beta} \) is close to (but larger than) \( k_{\text{max}} \), energy is concentrated close to \( k_{\text{max}} \). See Fig. 10.

The functional form of the energy spectrum at statistical equilibrium has been used to describe the energy spectrum of 3D turbulent flows at scales larger than \( \ell_\text{in} \), where zero flux is observed \([101,109,110,133]\). Another case where it is applicable is the 3D NSE in the presence of a maximum wavenumber \( k_{\text{max}} \), beyond which the cascade cannot proceed, either because new physics emerges (coupling with other active fields, e.g. polymer solutions, temperature in presence of buoyancy, quantum vortices etc.) or because of the presence of a high order hyper-viscosity \([169]\) or due to an artificial cut-off in numerical applications. The last case is realized in under-resolved numerical simulations when \( k_{\text{max}} \) is much smaller than the required viscous wave number \( k_\nu \propto k_{\text{max}} R^3/\nu \). For values of \( Re \) such that \( k_\nu \ll k_{\text{max}} \), the system has enough degrees of freedom to provide a good approximation to the original NSE without any UV cut-off. However as \( Re \) is increased and \( k_\nu \) becomes of the same order or larger than \( k_{\text{max}} \) the system is not as efficient in dissipating energy. As a result energy will pile up at the small scales, leading to the formation of a local quasi-equilibrium with a \( E(k) \sim C k^2 \) spectrum. At very large values of \( Re \), the \( k^2 \) spectrum will dominate all available wavenumbers. The system then reaches a global state close to thermal equilibrium where there is a sub-dominant flux of energy. This is depicted in the left panel of Fig. 11. Note that since the spectrum has a positive slope, the energy dissipation is still restricted to wavenumbers close to \( k_{\text{max}} \) thus the energy flux in the range \( k_\text{in} < k < k_{\text{max}} \) will still be approximately constant in average \( \Pi_k(\nu) \approx \epsilon_\text{in} \) and developing strong temporal fluctuations. The thermalized wavenumbers have been shown to act as an eddy viscosity and remove energy from the part of the spectrum displaying a \( k^{-5/3} \) power-law \([99,100]\).

Another more physically motivated situation occurs in 2D when \( \alpha \) in (1) is not large enough (see end of Section 3.2.1). For any finite domain if \( \alpha \) is reduced beyond a certain value a similar process as in truncated 3D NSE occurs but now with the energy piling up at the smallest wavenumbers as shown in Fig. 12 forming a spectrum close to the one given by the thermal equilibrium (79). In this case, at scales \( \ell > \ell_\text{in} \) the flux of energy plays a sub-dominant role and system behaves as in a quasi-equilibrium. There have been many attempts to describe and predict these condensates by means of statistical physics \([103,104,115,116,120,121,124,168,171-173]\).

Despite that the energy flux can be constant in the range \( k_\text{in} \ll k \ll k_{\text{max}} \) in 3D (or in the range \( k_0 \ll k \ll k_\text{in} \) in 2D) the energy transfer does not qualify as a cascade because the limit (38) is not satisfied. Constancy of the flux implies the existence of a cascade only if a finite dissipation limit at infinite \( Re \) and \( R_\nu \) exists. For the 3D case the total dissipation can be estimated as \( \epsilon \sum_{k<k_{\text{max}}} k^2E(k) \sim \nu k_{\text{max}}^3 E(k_{\text{max}}) \sim \nu k_{\text{max}}^5 \) and it must balance \( \epsilon_\text{in} \). This implies that the energy scales like
Fig. 11. Left: Change of the spectrum from a Kolmogorov to a thermal spectrum in the presence of an ultraviolet cutoff $k_{\text{max}}$ at decreasing the viscosity as indicated by the arrow. Right: the instantaneous energy flux for the same system. As the thermal equilibrium is approached the time-averaged flux (black line) remains unchanged independently of $\nu$ but its scale-by-scale and temporal fluctuations become larger.

Fig. 12. Left: Change of the spectrum in a 2D inverse cascade from Kolmogorov $-5/3$ to a condensate as the value of the drag coefficient $\alpha$ is decreased in the presence of an infrared cutoff $k_0$. Right: The instantaneous energy flux for the same system. As the thermal equilibrium is approached the time averaged flux (black line) remains unchanged independently of $\alpha$ but its scale-by-scale and temporal fluctuations become larger.

\[ \mathcal{E} \sim k_{\text{max}} E(k_{\text{max}}) \propto \epsilon_n \nu^{-1} k_{\text{max}}^{-2}, \]  
and the drag coefficient (37) goes to zero at large Reynolds number:

\[ D_\nu \sim \text{Re}^{-3/2}. \]

The spectrum shape at absolute equilibrium has also been used to predict the cascade direction for the full NSE. According to this argument, in 3D energy cascades always forward because the inertial dynamics wants to approach a state where most of the energy is concentrated in the large wavenumbers while in 2D the energy cascade can be also inverse. However, we note that this argument is not enough to make an exact statement. As it will be shown for the case of rotating turbulence in Section 4.3 a transition from direct to a split cascade can exist despite of the fact that the statistical equilibrium does not depend on the rotation rate.

Finally, we note that having $\Pi_E(k) = 0$ or equivalently $S_2^{(3)}(r) = 0$ does not imply that the system is in an equilibrium state. As shown in Section 4.4.3 there are cases for which the net flux can be zero because of the balancing among interactions that move consistently energy up and others that move it down. As a result, the energy distribution is not the one predicted by (77) and the spectrum is different from the equilibrium one.

3.5. Multiple invariants

Finally we would like to examine turbulent flows for which multiple invariants that cascade backward or forward coexist. This is in fact the most common scenario in many real applications. We will see in Section 4.1 that in 3D both energy and helicity (which is non sign-definite) cascade forward, while in 2D (see Section 3.2) the presence of a second positive-definite invariant, the enstrophy, leads to an inverse cascade of energy and to a direct transfer of enstrophy. We remind that the arguments that constrain energy to cascade inversely in 2D rely on the relation among the energy and enstrophy spectrum leading to the inequality (56). In 3D, Helicity is sign indefinite and a similar inequality cannot be constructed. Nevertheless, we show in Section 4.1.2 that when helicity becomes sign-definite, a scenario similar to the 2D case can develop in 3D also.

In the following, we generalize the arguments made in (56), (57) for two arbitrary invariants, to demonstrate the necessary conditions required to restrict the cascades directions. The same conclusions can be obtained by following different
arguments as shown in [137,146–155]. Consider two invariants $A$, $B$ with energy spectra $E_A(k)$, $E_B(k)$, viscous dissipation spectra $\nu k^2 E_A(k)$, $\nu k^2 E_B(k)$ and drag-force spectra $\alpha E_A(k)$, $\alpha E_B(k)$ respectively. In general we cannot determine the direction of cascade of the two invariants unless there are special relations between the two. More precisely for the forward cascade we can state that

$$\text{if there exist } c > 0, \ n > 0 \text{ such that } |E_A(k)| \leq c k^{-n} E_B(k) \text{ then } A \text{ cannot cascade forward.} \tag{80}$$

The sketch of the proof follows the same arguments discussed in Section 3.2. Suppose that both invariants cascade forward and the viscous dissipation is dominated by the large wavenumbers. We can then show that for any $k$ such that $k_m < k \ll k_v$ the flux $\Pi_A(k)$ of the invariant $A$ must satisfy:

$$|\Pi_A(k)| \simeq v \sum_{k'=k} \sum_{k''=k} (k'')^2 E_A(k') \leq \nu k^{-n} \sum_{k'=k} \sum_{k''=k} (k'')^{2+n} E_A(k') \leq \nu k^{-n} \sum_{k'=k} \sum_{k''=k} (k'')^2 E_B(k') \simeq c \epsilon_{vB} k^{-n}. \tag{81}$$

where $\epsilon_{vB}$ is the viscous dissipation rate of the invariant $B$. Therefore, unless $\epsilon_{vB}$ is diverging the flux of $A$ cannot be constant (either positive or negative) and has to decrease at least as $k^{-n}$. Similarly for the inverse cascade we can state that for any $k < k_m$

$$\text{if there exist } c > 0, \ n > 0 \text{ such that } |E_B(k)| \leq c k^n E_A(k) \text{ then } B \text{ cannot cascade inversely.} \tag{82}$$

This again can be shown by considering a wavenumber $k$ in the inertial range of the inverse cascade $k_\alpha < k < k_m$. Then if the dissipation by the drag force of the two invariants is dominated by the small wavenumbers, the flux $\Pi_B(k)$ satisfies

$$|\Pi_B(k)| \simeq \alpha \sum_{k'=0} \sum_{k''=k} (k'')^n E_B(k') \leq \alpha k^n \sum_{k'=0} \sum_{k''=k} E_A(k') \simeq c \epsilon_{B,A} k^n. \tag{83}$$

Note that for (80) to be true, $E_B(k)$ has to be strictly positive, while for (82) to hold, we need $E_A(k)$ to be strictly positive. For the energy and enstrophy 2D cascades we have $B = Z$ and $A = \mathcal{E}$, which means $k^2 E_Z(k) = E_Z(k)$, and both conditions (80)–(82) are true as an equality. Therefore, we can conclude that enstrophy cascades forward while energy cascades backward. For 3D turbulence, we have helicity $B = \mathcal{H}$ and energy $A = \mathcal{E}$ but $\mathcal{H}$ is not sign definite and only (82) is true, $|E_\mathcal{H}(k)| \leq k E_Z(k)$, while (80) does not hold. Therefore, while we can conclude that $\mathcal{H}$ cannot have an inverse cascade we cannot restrict the direction of the energy cascade. If however $\mathcal{H}$ is a sign-definite quantity (as for the cases discussed in Section 4.1.2) both (80) and (82) are satisfied and energy cascades backward even in a 3D isotropic turbulence.

Given the transfer direction of each invariant one might ask the question which invariant determines the spectrum. Clearly when they cascade in opposite directions it is the cascading invariant that determines the spectra in the relevant scales. When however there is a coexistence of cascades at the same scales there is no trivial answer and the spectrum can be the outcome of either cascading process. It is also possible that the spectrum is a superposition of power-laws and each cascade determines the energy spectrum at different range of scales. We note furthermore that coexistence of cascades at the same scales does not imply that both invariants cascade in the same direction. If there is energy injection at multiple scales a forward and an inverse cascade can overlap. This has been recently demonstrated in [174] for 2D turbulence forced at both small and large scales.

It is also important to discuss the notion of the direction of cascade for a sign-indefinite quantity like the helicity. For a positive quantity, the direction of a cascade is simply given by the sign of the flux indicating a forward cascade if it is positive and an inverse cascade if it is negative. While the flux of helicity can be uniquely defined (see Section 4.1) its interpretation can be confusing. Positive values of $\Pi_H$ imply that the non-linearities decrease helicity in the large scales and increase helicity in the small scales. Therefore if the helicity is positive at all scales this can be interpreted as transfer of helicity from large scales to small, and thus a forward cascade. If however the helicity is negative at all scales the large scale helicity will increase in magnitude at the large scales and thus it signifies an inverse cascade (of negative helicity). It is even harder to give an interpretation in terms of a cascade when the helicity is not of the same sign at all scales.

3.6. Definitions

In this section we proceed by giving general definitions of the terminology used in the rest of this paper. Our aim is to provide a glossary and the basic tools that distinguish in a precise and clean manner different situations such as split cascades, strictly forward/inverse cascades and systems in statistical equilibrium. The definitions presented here are tailored for the needs of this review and are not meant to be complete. We restrict the discussion to the energy cascade case to have a specific example, however they can be easily replicated with appropriate modifications for the cascade of any ideal quadratic invariant. Furthermore we have neglected some other aspects that are typically (and justifiably) attributed to cascades as for example locality of interactions. Putting further constraints on our definitions to capture also these aspects goes beyond the main objectives of this review, and would make the definitions more complex without contributing to the oncoming discussions. However, we remind the reader that this is certainly not the end of the story.
3.6.1. Forward, inverse & split cascades

We start by giving a precise definition of what we mean by an out-of-equilibrium energy cascade. This is important in order to distinguish it from other cases where the energy transfer from the injection scale to the dissipative scale is not the dominant mechanism in the system, as for the case of quasi-equilibrium flows.

As usual, we consider a flow forced at a wavenumber $k_{in}$ in a box domain of size $L$ that results in a minimum wavenumber $k_0 = 2\pi / L$. For quasi-2D systems (thin layers, fast rotating flows, etc...) for which one particular direction (vertical) plays a special role, we will use $H$ to denote the box size in this direction while $L$ will stand for the box size in the remaining two (horizontal) directions. Furthermore we also consider the possibility that a maximum wave number $k_{max}$ exists in the system, which will be considered infinite in most cases, except for some special instances where it is interesting to consider the effects introduced by an ultraviolet cut-off, i.e. for under-resolved numerical simulations. With this in mind, we give the following definition for an energy cascading system.

**Definition 1 (Out-of-Equilibrium Energy Cascade).** If $\mathcal{E}_{in}$ is the energy in a neighbourhood of $k_{in}$

$$\mathcal{E}_{in} = \sum_{k' = k_1}^{k_2} E(k')$$

with $k_1 < k_{in} < k_2$ we will say that a system is energy cascading (or out of equilibrium) if for any fixed wavenumbers $k_1, k_2$ the limit

$$D_{in} \equiv \lim_{Re \to \infty} \left( \lim_{k_{max} \to \infty} \lim_{k_{in} \to \infty} \frac{\mathcal{E}_{in}}{E(k')^{\frac{3}{2}} k_{in}} \right) > 0$$

exists and is finite. Otherwise if the limit in (85) is zero we will say that the system is in an asymptotically equilibrium state.

The condition guarantees that (for fixed energy injection rate) the energy in the neighbourhood of $k_{in}$ remains bounded. Since the energy dissipation rate inside this neighbourhood $(k_1, k_2)$ is smaller than $\mathcal{E}_{in}(\alpha + \nu k_2^2)$, it becomes vanishingly small in the limit of $Re, k_{in} \to \infty$. This implies that the injected energy has to be transferred either to small or large scales to be dissipated.

The order of the limits considered in this definition are crucial. The quantities used are time averaged implying that first the long time limit is taken then the limits $L \to \infty$ and $k_{max} \to \infty$ are taken and finally the large $Re$. $k_{in}$ are taken. Reverting the ordering of these limits can lead to different results. We discuss the case that the time limit is taken last at the end of this subsection.

Given that a system is energy cascading we can define the relative forward/inverse energy cascade rate as follows

**Definition 2 (Relative Inverse/forward Energy-Cascade Rates).** In an energy cascading system the relative rate of forward cascade $Q_v$ is defined as

$$\lim_{Re \to \infty} \left( \lim_{k_{max} \to \infty} \lim_{k_{in} \to \infty} \frac{\mathcal{E}_{in}}{E(k')^{\frac{3}{2}} k_{in}} \right) = Q_v > 0,$$

while the relative rate of inverse cascade $Q_\alpha$ is given by

$$\lim_{Re \to \infty} \left( \lim_{k_{max} \to \infty} \lim_{L \to \infty} \lim_{k_{in} \to \infty} \frac{\mathcal{E}_{in}}{E(k')^{\frac{3}{2}} k_{in}} \right) = Q_\alpha = 1 - Q_v.$$

**Definition 3 (Forward and Inverse Cascades).** We will say that in a cascading system there is a forward energy cascade for $k_{in} \ll k \ll k_v$ if in this range the energy flux satisfies:

$$\lim_{Re \to \infty} \left( \lim_{k_{max} \to \infty} \lim_{k_{in} \to \infty} \frac{\Pi E(k)}{E(k')^{\frac{3}{2}} k_{in}} \right) = Q_v > 0$$

and similarly we will say that in a cascading system there is an inverse energy cascade for $k_\alpha \ll k \ll k_{in}$ if the energy flux in this range satisfies:

$$\lim_{Re \to \infty} \left( \lim_{k_{max} \to \infty} \lim_{k_{in} \to \infty} \frac{\Pi E(k)}{E(k')^{\frac{3}{2}} k_{in}} \right) = Q_\alpha > 0$$

Note that the Definitions 2–3 are equivalent for defining $Q_v$, $Q_\alpha$, and that both require the system to be energy cascading based on Definition 1 as a prerequisite. However, the first ones make a statement for the whole system while the second define a cascade in a particular (inertial) range of scales.
Constancy of flux only implies that the non-linearities conserve energy and that forcing and dissipative effects can be neglected in the inertial range. Given the above definitions we can now proceed to further distinguish what we call a strictly forward, strictly inverse or split cascade regime.

**Definition 4 (Strictly Forward (Direct), Strictly Inverse (Backward) and Split Cascades).** An energy cascading system will be called strictly forward (direct) energy cascading if \( Q_\nu = 1 \), strictly inverse (backward) energy cascading if \( Q_\nu = 0 \), or split energy cascading system if \( 0 < Q_\nu < 1 \).

We stress one more time the importance of the limiting procedures for the split cascade. This is because close to a transition point the amplitudes of \( Q_\nu \) or \( Q_\alpha \) can be very small and it is important to distinguish them from any transient transfer caused, e.g., by large-scale instabilities [175,176].

Finally it is also worth considering the case that the long time limit is taken last. In this case the system (particular in the presence of an inverse cascade) does not necessarily reach a steady state, and many of the results derived so far (as the equality of energy injection with energy dissipation) are no longer valid. It is worth, however, considering it because it corresponds to the case of many numerical simulations. Due to computational costs numerical experiment are run up to a time such that all small scale quantities have reached a quasi-steady state while the large-scale quantities are still growing, without the spectrum reaching the smallest wavenumber. The amplitude of the inverse cascade is then not measured by the dissipation rate due to the drag term (which in most cases is not even used) but by the rate that the inversely cascading quantity increases in time. This method is computationally less expensive and it has been shown in some cases to lead to the same conclusions with the steady state experiments [33].

### 3.6.2. Partial fluxes and bidirectional cascades

In many systems discussed in this review, there are multiple processes that cascade energy or other invariants in different directions. In many cases these processes can be rigorously isolated so that each one leads to a partial flux energy defined as follows.

**Definition 5 (Partial Fluxes).** We will say that the total flux \( \Pi(k) \) of a given invariant can be decomposed in \( N \) partial fluxes \( \Pi_i(k) \) (for \( i = 1, \ldots, N \)) if \( \Pi(k) \) can be written as:

\[
\Pi(k) = \sum_{i=1}^{N} \Pi_i(k) \tag{90}
\]

and each \( \Pi_i(k) \) is (a) constant for \( k \) in the inertial range, (b) conserves globally the invariant

\[
\lim_{k \to \infty} \Pi_i(k) = \lim_{k \to 0} \Pi_i(k) = 0. \tag{91}
\]

and (c) remains finite in the limit

\[
\lim_{Re \to \infty, R_\alpha \to \infty} \Pi_i(k)/\epsilon_{in} \neq 0. \tag{92}
\]

Given that there can be partial fluxes, we need to distinguish whether they are unidirectional or bidirectional.

**Definition 6 (Bidirectional Cascades).** We will say that a system displays a bidirectional cascade in a given range of scales if the total flux \( \Pi(k) \) of a given invariant can be decomposed in multiple partial fluxes \( \Pi_i(k) \) such that at least two of them have opposite signs.

This implies that in a bidirectional cascade there exist different processes that transfer energy forward and backward in the same range of scales. We note that sometimes in the literature the name “bidirectional” is used in a different way, to denote a split cascade (as given in Definition 4).

**Definition 7 (Flux-Less or Flux-Loop Cascades).** We will say that a system displays a flux-less cascade or a flux-loop cascade at a given range of scales if it develops a bidirectional cascade and the total flux vanishes, \( \Pi(k) = 0 \).

We note that a flux-less cascade is very different from a statistical equilibrium state that also has zero global flux. Examples of flux-less cascade can be found in Sections 4.4.3 and 4.3.5.

### 3.6.3. Dual and multiple cascades

We now proceed in examining the case for which there are multiple invariants.

**Definition 8 (Dual/multiple Cascades).** We will say that a system displays a dual/multiple cascade if it has two/multiple cascading invariants.
This is in fact the case in almost all systems that we are going to meet in this review. Note that both invariants need to satisfy a condition equivalent to Definition 1 for the system to display a cascade. Dual cascading systems can be further categorized in two branches co-directional and counter-directional dual cascades.

**Definition 9** (Co-Directional and Counter-Directional Dual Cascades). We will further distinguish a dual cascade to be a co-directional dual cascade if the two transfers are in the same direction and a counter-directional dual cascade if one invariant cascades strictly forward and the other strictly inversely.

For example 2D turbulence displays a counter-directional dual energy–enstrophy cascade while 3D turbulence displays a co-directional energy-helicity dual cascade.

### 3.6.4. Finite domains and asymptotically equilibrium states

Some of the systems described so far do not lead to a finite dissipation in the limit of infinite \( \text{Re}, \ R_a \). They correspond to systems that are dominated by thermal fluctuations and we refer to them as reaching asymptotically a statistical equilibrium state. Here by statistical equilibrium we mean the case of a system with many degrees of freedom, with ergodic phase-space trajectories and without energy injection or dissipation as the ones described in Section 3.4. If the equilibrium distribution can be approximated by a Gibbs ensemble, we will also refer to them as a thermal equilibrium state. Strictly speaking, in the turbulent configuration examined here, there is always some injection and dissipation mechanisms and thus do not fall in this category. Nonetheless, in certain limits, the flow can asymptotically approach a state very close to a statistical equilibrium.

This happens in particular when finite domains are considered \((k_0 > 0)\) or when a maximum wavenumber \( k_{\text{max}} \) exists. To investigate such systems we cannot consider the limits \( k_0 \to 0 \) and \( k_{\text{max}} \to \infty \) in Definition 1. Then we need to make the following distinctions. If both \( k_0 \) and \( k_{\text{max}} \) are finite then the system will always reach asymptotically an equilibrium state at the limit \( \text{Re}, \ R_a \to \infty \) because there cannot be an energy cascade either to small or large scales. For a system with \( k_0 \) finite and \( k_{\text{max}} \to \infty \), or \( k_{\text{max}} \) finite and \( k_0 \to 0 \) we will say it reaches an asymptotically equilibrium state based on the following definition.

**Definition 10** (Asymptotically Statistical Equilibrium State in Finite Domains). For a system of finite size \((k_0 > 0 \text{ and } k_{\text{max}} \to \infty)\) we will say that it approaches asymptotically a statistical energy equilibrium state if for any \( k_2 > k_{\text{in}} \) and defining \( \mathcal{E}_m = \sum_{k_0}^{k_{\text{max}}} \mathcal{E}(k) \)

\[
\lim_{R_a \to \infty, \text{Re} \to \infty} \frac{\mathcal{E}_{\text{in}}}{\mathcal{E}_m^{3/2}} = 0.
\]

(93)

Similarly for a system with \( k_{\text{max}} < \infty \) (and \( k_0 = 0 \)) we will say that it approaches asymptotically a statistical energy equilibrium state if for any \( k_1 < k_{\text{in}} \) and defining \( \mathcal{E}_m = \sum_{k_1}^{k_{\text{max}}} \mathcal{E}(k) \)

\[
\lim_{R_a \to \infty, \text{Re} \to \infty} \frac{\mathcal{E}_{\text{in}}}{\mathcal{E}_m^{3/2}} = 0.
\]

(94)

We note again that the system being at equilibrium does not imply necessarily being at thermal equilibrium.

**Definition 11** (Asymptotically Thermal Equilibrium State). An asymptotically statistical equilibrium will be called a thermal equilibrium if its dynamical variables can be approximated by Gibbs statistics (77).

In many situations only a range of wave numbers is approaching an equilibrium state. This happens when all invariants cascade in the same direction leaving the scales at opposite direction to have zero flux. The latter range can possibly be described asymptotically by a statistical equilibrium.

**Definition 12** (Statistical Equilibrium Range). A range of wavenumbers will be called to be in a asymptotically statistical equilibrium if the fluxes of all ideal invariants, and all their partial fluxes are zero in the limit \( \text{Re} \to \infty \) and \( R_a \to \infty \). If the dynamical variables in this range follow Gibbs statistics we will call this range as being in an asymptotically thermal equilibrium.

An example of a statistical equilibrium range are expected to be the scales larger than the forcing scale in 3D HIT discussed in Section 3.1. Note that a system does not have to be in a statistical equilibrium state to have a statistical equilibrium range as the latter provides information for only a particular range of wavenumbers.

A special case in a statistical equilibrium state is when a condensate is formed for systems with \( k_0 \) finite. In such a case, energy is also concentrated in the lowest wavenumber. These condensate states appear in many different situations but not all can be described by a statistical equilibrium state. As it will be discussed in Section 4.3 the amplitude of the condensate can be so large that it can alter the dynamics leading to a flux-less cascade rather than to a statistical equilibrium. It is thus hard to give a definition that covers all possible cases. Here, we decided to define a condensate as follows:

**Definition 13** (Condensate). We will say that system with an inverse transfer approaches asymptotically a condensate state in the limit \( \text{Re}, R_a \to \infty \) if for fixed \( L \) most of its energy (or an other invariant) is concentrated in the smallest wavenumbers \( k_0 \propto 1/L \) of the system.
In this situation, there is not any more clear scale separation, as shown by the right panel of Fig. 2. We will distinguish the condensates in two classes: equilibrium condensates and flux-loop condensates that are distinguished based on the scaling properties of their amplitude with $Re, R_u$ as follows.

**Definition 14 (Equilibrium Condensate).** For fixed $\epsilon_m$ and $k_0$ we will say that an inverse cascading system approaches asymptotically an equilibrium condensate state if its amplitude $k_0E(k_0)$ increases without bound as $Re, R_u \to \infty$ i.e.

$$\lim_{R_u \to \infty} \lim_{Re \to \infty} \frac{\epsilon_m}{E(k_0)^{3/2}k_0^{5/2}} = 0.$$  \hspace{1cm} (95)

while

**Definition 15 (Flux-Loop Condensate).** We will say that an inverse cascading system approaches asymptotically a flux-loop condensate state if its amplitude $k_0E(k_0)$ has a finite value in the limit $Re, R_u \to \infty$ i.e.

$$\lim_{R_u \to \infty} \lim_{Re \to \infty} \frac{\epsilon_m}{E(k_0)^{3/2}k_0^{5/2}} > 0.$$  \hspace{1cm} (96)

In the first case most of the dissipation occurs at the condensate scale $k_0$ while in the second case since $k_0E(k_0)$ remains finite, one must imagine that long-range Fourier interactions become efficient enough to redirect the energy back to the small scales where it can be dissipated. Thus, the first system is closer and closer to a statistical equilibrium state, while the second develops also a forward non-local flux triggered by the presence of the large-scale condensate and it is not in a statistical equilibrium state. The amplitude of the condensate in the latter case depends on other control parameters like the Rossby number for rotating turbulence (see Sections 4.2.4 and 4.3.5 for two example cases). One must also notice that the presence of strong large-scale structures can influence the way energy is injected in the system, with a non-trivial feedback on the dependency of $\epsilon_m$ on the control parameters.

### 3.7. Classification of cascade transitions

The idea that a turbulent system may change the direction of the energy transfer (or of other quantities) as a system parameter varies is not new. Theoretical ideas were introduced already by [177–181] where a phase transition from forward to inverse cascade was conjectured to occur at a critical fractal dimension $d^*$ with $2 < d^* < 3$. These ideas were pursued with the use of EDQNM models [178] and shell models [179,182] while more recently fractal dimensional turbulence has been modelled by decimated Navier–Stokes models [183–185] that will be also further discussed in Section 5.2.1. In all of these examples, the transition was considered to be from a forward to an inverse cascade or vice versa. The physics of the transition however can be more rich if the possibility of having a split cascade as an intermediate step is also considered. In this section we generalize and provide a list of different scenarios for all possible cascade (phase) transitions.

More precisely we discuss the way a system can pass from a state that cascades energy forward to a state that cascades energy inversely and vice versa as a critical control parameter $\mu$ is varied. We note that as discussed in the previous subsection, to be able to clearly state the direction of a cascade the large $Re, R_u, L, k_{max}$ limit needs to be made first, before any limiting procedure for $\mu$ takes place. This guarantees that as $\mu$ is varied the flow remains in a turbulent state. Without any loss of generality we consider a case for which at $\mu = 0$ the system cascades energy strictly forward $Q_u = 0$, while for $\mu \to \infty$ the system cascades energy strictly inversely $Q_u = 1$. For example, $\mu$ can be the rotation rate, or the thickness of the fluid volume or the intensity of the external magnetic field, to cite just a few key control parameters that will be discussed later. We want thus to find out how the value of the ratio $Q_u$ (87) is varying away from 0 as $\mu$ is changed.

Three possible scenarios can be envisaged for the way this transition takes place that are depicted in Fig. 13.

- (a) The transition happens in a smooth way. The relative amplitude of the inverse cascade $Q_u$ increases smoothly as the control parameter is increased from $Q_u = 0$ at $\mu = 0$. Note that in this case there is always a forward and an inverse cascade for any finite value of $\mu > 0$. The behaviour of $Q_u$ close to zero will then possibly scale like a power-law.
For the second transition scenario, the critical points do not need to be limited to the transition from a strictly inverse cascade to a split cascade but we can have a second critical point for the transition from a strictly forward cascade to a split cascade, and in general there might be a multiple of such a critical points. For example, assuming that $Q_0$ monotonically increases with $\mu$ the transition from a forward to an inverse cascade can happen in one of the five more general ways summarized in Fig. 14. In many systems there is more than one critical parameter (e.g. box−height, rotation and stratification ...) that we here denote as $\mu_1, \mu_2, \ldots$. In such cases, the critical points become critical lines or surfaces. Following the example of phase transitions in statistical mechanics one can anticipate that it is also possible that depending on the path followed in the parameter space $(\mu_1, \mu_2, \ldots)$ one can pass through a critical point or not. The simple description thus given in Fig. 14 for the case where only one critical parameter exists might be more complex in general.

Finally we note that in a finite domain and in the presence of an inverse cascade a condensate is formed and a different classification must be made. It cannot be based on $Q_0$ that is not a good measure of the condensate state. It is better to use the amplitude of the condensate itself, quantified for example as the energy contained in the smallest wavenumbers normalized by the total energy as

$$Q_0 \propto \mu^\sigma$$

for which the exponent $\sigma$ needs to be determined. We will refer to these transitions as smooth. Examples of systems that display smooth transitions are given by the advection of a passive scalar in confined geometries (see Section 4.7.5) and, possibly, rotating stratified turbulence (see Section 4.5 and Fig. 52).

- (b) The system transitions from a strictly forward cascade to a split cascade at a critical value of $\mu = \mu_c$. The amplitude of the inverse cascade remains exactly zero for all $\mu < \mu_c$ and beyond the critical point $\mu_c$ the system starts to cascade inversely with discontinuous or diverging derivatives $dQ_0/d\mu$ at the critical point $\mu_c$, much like a super-critical instability or a second order phase transition. Close to the critical point we thus expect the behaviour $Q_0 \propto (\mu - \mu_c)^\sigma$ where $\sigma$ is again an exponent that needs to be determined. Using a terminology borrowed from equilibrium statistical mechanics we will refer to these transitions as continuous 2nd order (phase) transitions. Examples of systems that display this kind of transitions are given by thin layer flows (Section 4.2), rotating flows (Section 4.3), stratified flows (Section 4.4), MHD (Sections 4.6, 4.6.4) and possibly rotating stratified turbulence (Section 4.5).

- (c) The transition happens from a strictly forward cascade $Q_0 = 0$ to a strictly inverse cascade $Q_0 = 1$ at a critical value of $\mu = \mu_c$ in a discontinuous way, much like a sub-critical instability or a first-order phase transition. In this case the system goes from a forward to an inverse cascade without passing through a split cascade. In such a scenario it is possible that a hysteresis curve is present such that for a range of parameters $\mu_h < \mu < \mu_c$ the system can find itself in a forward cascading state or an inversely cascading state depending on initial conditions. We will refer to these transitions as discontinuous or 1st-order (phase) transition.

Examples of systems that display discontinuous transitions are given by the helical decomposition models in Section 4.1.3, the fractal dimension transition discussed in [179] and the Surface-Quasi-Geostrophic system at changing the locality parameter $z$ as discussed in Section 4.7.3.

For the second transition scenario, the critical points do not need to be limited to the transition from a strictly inverse cascade to a split cascade but we can have a second critical point for the transition from a strictly forward cascade to a split cascade, and in general there might be a multiple of such a critical points. For example, assuming that $Q_0$ monotonically increases with $\mu$ the transition from a forward to an inverse cascade can happen in one of the five more general ways summarized in Fig. 14. In many systems there is more than one critical parameter (e.g. box−height, rotation and stratification ...) that we here denote as $\mu_1, \mu_2, \ldots$. In such cases, the critical points become critical lines or surfaces. Following the example of phase transitions in statistical mechanics one can anticipate that it is also possible that depending on the path followed in the parameter space $(\mu_1, \mu_2, \ldots)$ one can pass through a critical point or not. The simple description thus given in Fig. 14 for the case where only one critical parameter exists might be more complex in general.

Finally we note that in a finite domain and in the presence of an inverse cascade a condensate is formed and a different classification must be made. It cannot be based on $Q_0$ that is not a good measure of the condensate state. It is better to use the amplitude of the condensate itself, quantified for example as the energy contained in the smallest wavenumbers normalized by the total energy as

$$Q_0 = \lim_{k_0 \to 0} \lim_{Re \to \infty} \frac{E(k_0)k_0}{E}.$$  

The ratio $Q_0$ is small in the absence of a condensate (it becomes zero in the limit $k_0 \to 0$) while it takes a finite value if a condensate is present. As before the transition from a condensate to a no-condensate state can be either smooth, 1st order or 2nd order. It is important to stress that a (phase) transition for the normalized energy flux $Q_0$ in the infinite domain limit and the (phase) transition for the amplitude of the condensate $Q_0$ are two different situations. Only few examples have been investigated of transitions to the condensate state in rotating turbulence [63,186,187] and are discussed in Section 4.3.5.

4. Applications

In this section we review different systems that deviate from the statistically homogeneous, isotropic and mirror-symmetric flows and examine the effect of these deviations. The choice of the systems examined is based on their simplicity and direct applicability in natural systems. We start by discussing the case of homogeneous and isotropic turbulence with helicity input, i.e. the case where only mirror symmetry is broken in the NSE. We consider this case important because it allows us to further dissect the turbulent dynamics in terms of the helical-Fourier decomposition. Then, we proceed to discuss
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4.1. Helicity

We start by reviewing the statistical properties of helical homogeneous and isotropic turbulence. Helicity is an invariant that is connected to the topological structure of vortex lines, which can be studied and characterized in terms of their twist, writhe and linking number by numerical, experimental and theoretical tools [8, 188–191] (see Fig. 15 for an experimental example of an helical vortex evolution).

Helicity can be introduced in a flow by the presence of large-scale stirring mechanism that breaks mirror symmetry. It is considered important for many flow configurations as shown in the pioneering studies reported in [8, 193–197]. In nature, helicity is believed to play a key role in the atmospheric Ekman layer, where theoretical and numerical arguments support a turbulent helicity cascade of right-handed helicity in the logarithmic range of the boundary layer [198–200]. Helical vortices of different prescribed topology have also been produced in the lab [201]. Furthermore local and non-local effects under strong shear have been studied experimentally in von-Kármán flows [202] and numerically in axisymmetric turbulence [203]. Finally, a helical flow, constructed by homochiral helical waves with constant $k$ is a Beltrami flow that is an exact solution of the Euler equation. Suitable superposition (gluing) of such local Beltrami flows has been used to build up singular solutions of the NSE and the Euler equations [204–206]. The NSE projected on the homochiral sector can be proven to admit global solutions [13]. Models and closure of turbulence have also been widely applied to helical flows starting from the early works of [207, 208] (see also [209] for a recent contribution). In this section we review recent advancements on the field achieved by decomposing the flow in helical Fourier modes. This results in a classification of the non-linear terms in homochiral and heterochiral triads. In terms of this decomposition we discuss how the flow reacts to mirror-symmetry breaking by the forcing, the rate of recovery of mirror-symmetry at smaller and smaller scales and what happens to the energy cascade in the presence of an explicit helicity-breaking mechanism at all wavenumbers. Furthermore this decomposition has revealed that depending on the relative weight of heterochiral and homochiral triads classes, energy can be transferred either to small or to large scale. Thus, homochiral energy transfer is a pure 3D mechanism that provides an isotropic reversal of the energy cascade and in the absence of any two-dimensionalization of the flow.

4.1.1. Homogeneous and isotropic helical turbulence

All phenomenological approaches to 3D turbulence are based on the concept of direct energy cascade. However, as already said after its introduction (4), helicity is a second quadratic inviscid invariant of the 3D NSE and its mean value is exactly zero if the flow is statistically invariant under mirror symmetry, $w$ being a pseudo-vector. In the presence of forcing, viscous and large scale dissipation a global helicity balance exists, similar to the one for energy (7):

$$\partial_t H(t) = -h_v(t) - h_d(t) + h_{in}(t)$$  \hspace{1cm} (98)

where $h_v(t) = \nu \langle \partial_i u_j \partial_j \omega_i \rangle$ is the helicity dissipation due to viscosity, $h_d(t) = \alpha \langle u \cdot w \rangle$ is the dissipation due to the large scale drag and $h_{in}(t) = \langle w \cdot f \rangle$ is the helicity injection by the external forcing mechanism. Performing a long time average, we end up with the global balance for the average input and output similarly to (8):

$$h_{in} = h_v + h_d.$$  \hspace{1cm} (99)
Since its discovery [7,8,210], helicity has been the object of many speculations. In particular, it has been argued that the presence of a non-zero mean helicity, globally or locally, can affect the statistical properties of the forward energy cascade. On one side, the non-linear term of the NSE is locally proportional to the solenoidal component of $u \times w$, and flows with a non-zero helicity might have a strongly depleted non-linearity and consequently a small energy transfer [204,211]. On the other hand, helicity is not sign-definite and cancellations among close regions with opposite helicity might strongly reduce this energy blocking mechanism. As a result, its influence on the turbulent transfer mechanisms is still unclear [9,10,193–195].

We have already seen that the conservation of energy leads to the exact 4/5 law (28) for the third-order longitudinal velocity increment in the direct energy cascade regime. Similarly, if the injection of helicity is non-zero, we can derive another exact law for velocity–vorticity mixed third-order correlation functions that are not invariant under mirror symmetry [3,212–214], the two exact constraints are summarized below:

$$\langle (\delta t u)^3 \rangle = -\frac{4}{5} \varepsilon_{in} r, \quad (100)$$

$$\langle \delta t (\delta t u \cdot \delta t w) \rangle - \frac{1}{2} \langle \delta t w (\delta t u \cdot \delta t u) \rangle = -\frac{4}{3} \varepsilon_{in} r, \quad (101)$$

where we have also assumed homogeneity and isotropy (but not mirror symmetry) and where we have introduced the short hand notation, $\delta t u$ and $\delta t w$ for the longitudinal velocity and vorticity increments, defined in terms of the projection on the unit vector $\hat{r}$: $\delta X = \delta X \cdot \hat{r}$ and the generic vector increment between two points is $\delta X = X(r+X) - X(r)$. The equation (101) is different from zero only in presence of a mirror-symmetry breaking forcing mechanism. The two exact scaling relations (100)–(101) are valid in the inertial range, i.e., when the increment $r$ is such that both forcing and dissipative effects can be neglected. Helicity is not sign-definite. Thus, as discussed in Section 3.5, it is not possible to predict the energy transfer direction in 3D turbulence. According to the definitions given in Section 3.6, either a co-directional cascade of energy and helicity toward small-scales or a counter-directional cascade with energy flowing upward and helicity downward would be possible [7,9,12,156,202,215]. It is useful to adopt the helical-Fourier decomposition, in order to disentangle in a systematic way the statistical properties under mirror symmetry. This decomposition was proposed early on [216–218] and has been used by numerous authors [219–221]. It allows us to write a Fourier mode of the velocity as:

$$\tilde{u}_k(t) = \tilde{u}_k(t) h^\pm_k + \tilde{u}_k(t) h^-_k. \quad (102)$$

where $h^\pm_k$ are the eigenvectors of the curl, i.e., $i \hat{z} \times h^\pm_k = \pm k h^\pm_k$. We choose $h^\pm_k = e(k) \times (k/|k|) \pm i e(k)$, where $e(k)$ is a unit vector orthogonal to $k$, e.g. $e(k) = z \times k/|z \times k|$, with any arbitrary vector $z$ not parallel to $k$ [220]. They satisfy $h^\pm_k \cdot h^\mp_k = 2$ and $h^\pm_k \cdot h^0_k = 0$, where the asterisk denotes complex conjugation. They thus form a complete base for incompressible vector fields. The velocity field $\tilde{u}_k$ for each Fourier mode $k$ is then determined by the two scalar complex functions $\tilde{u}_k(t) = (h^\pm_k \cdot \tilde{u}_k(t))/2$.

We can write the Navier–Stokes equation in terms of the scalar amplitudes $\tilde{u}^\pm_k(t)$ as [220]

$$\partial_t \tilde{u}^\pm_k = \sum_{p+q+r=k} \sum_{p+q=k} c_{p,q,k} (\tilde{u}^p_k \ast \tilde{u}^q_k)^* \delta t^r_k - u k^2 \tilde{u}_k^\pm + \alpha \tilde{u}_k^\pm + \tilde{f}^\pm_k. \quad (103)$$

where we further have $(s_k, s_p, s_q) = (\pm, \pm, \pm)$ and $c_{k,q,p}^{s_k,s_p,s_q} = -1/4(s_qp - s_ps_q)\delta_{k,0} \tilde{u}_k^p \times \tilde{u}_k^q \cdot \tilde{u}_k^0$.

In terms of such decomposition the total energy and helicity can be rewritten as

$$\mathcal{E}(t) = \sum_k |\tilde{u}_k^+(t)|^2 + |\tilde{u}_k^-(t)|^2, \quad (104)$$

$$\mathcal{H}(t) = \sum_k k (|\tilde{u}_k^+(t)|^2 - |\tilde{u}_k^-(t)|^2). \quad (105)$$

It is useful to further distinguish the energy content of the positive and negative helical modes, $E^\pm(k, t) = \sum_{|k| < k + 1} |\tilde{u}_k^\pm(t)|^2$, such that we have for the energy and helicity spectra [9]:

$$E(k, t) = E^+(k, t) + E^-(k, t), \quad \mathcal{H}(k, t) = k [E^+(k, t) - E^-(k, t)]. \quad (106)$$

It is straightforward to realize that the equivalent in configuration space of the decomposition (106) is given by the second-order structure functions decomposed in terms of the fields

$$u^\pm(x, t) = \sum_k \tilde{u}_k^\pm(t) h^\pm_k \exp^{ikx} \quad (107)$$

as follows:

$$\langle \delta t u \cdot \delta t u \rangle = \langle \delta t u^+ \cdot \delta t u^- \rangle + \langle \delta t u^- \cdot \delta t u^+ \rangle, \quad (108)$$

$$\langle \delta t u \cdot \delta t w \rangle = \langle \delta t u^+ \cdot \delta t w^- \rangle + \langle \delta t u^- \cdot \delta t w^+ \rangle, \quad (109)$$
where we have exploited the fact that both mixed terms $\langle \delta \mathbf{u}^\pm \cdot \delta \mathbf{w}^\mp \rangle$ and $\langle \delta \mathbf{u}^\pm \cdot \delta \mathbf{u}^\mp \rangle$ vanish, due to the orthogonality of $\mathbf{h}_k^\pm$.

It is not possible to derive a prediction for the mean energy and helicity spectra from (100)–(101) alone, because there exists a continuum of possible combinations of $\epsilon_m$, $\eta_m$ and $k$ with the correct dimensional properties:

$$E(k) = \epsilon_m^{\frac{2}{3} - a} h_m^{\frac{2}{3} - a}.$$  \hfill (110)

Different possibilities have been proposed, based on different closures of the spectral equations, depending on the dynamical time-scale that drives the energy and helicity transfers. One possibility is based on the idea that the only relevant time-scale is the one given by the energy fluctuations, $\tau_r^E \sim r / (\| \delta \mathbf{u} \|^2)^{1/2} \sim \epsilon_m^{-1/3} r^{2/3}$ [7]. In this case we have the dimensional estimate for the (mirror invariant) energy flux:

$$\epsilon_m \sim \langle |\delta \mathbf{u}|^2 \rangle / \tau_r^E \rightarrow \langle |\delta \mathbf{u}|^2 \rangle \sim \epsilon_m^{2/3} r^{2/3},$$  \hfill (111)

while for the chiral term we get:

$$\eta_m \sim \langle \delta \mathbf{u} \cdot \delta \mathbf{w} \rangle / \tau_r^E \rightarrow \langle \delta \mathbf{u} \cdot \delta \mathbf{w} \rangle \sim h_m \epsilon_m^{-1/3} r^{2/3}.$$  \hfill (112)

Translating back to Fourier space we get for the semi-sum (mirror-symmetric) and the semi-difference (mirror-antisymmetric) of the spectral components [9]:

$$E^\pm(k) + E^\mp(k) \sim C_E \epsilon_m^{2/3} k^{-5/3},$$  \hfill (113)

$$E^\pm(k) - E^\mp(k) \sim C_H h_m \epsilon_m^{-1/3} k^{-8/3},$$  \hfill (114)

where $C_E$ and $C_H$ are two dimensionless constants. Hence, the two energy components can be written as:

$$E^\pm(k) \sim C_E \epsilon_m^{2/3} k^{-5/3} \pm C_H h_m \epsilon_m^{-1/3} k^{-8/3}.$$  \hfill (115)

Another possible dimensional closure employs the helicity time-scale, $\tau_r^H \sim h_m^{-1/3} r^{1/3}$, to evaluate both fluxes (111)–(112). In this case we have:

$$E^\pm(k) \sim C_E \epsilon_m h_m^{-1/3} k^{-4/3} \pm C_H h_m^{2/3} k^{-7/3}.$$  \hfill (116)

Relation (116) breaks the $-5/3$ law for the energy spectrum and has been proposed to be valid only in the high $k$-region of strongly helical turbulence, to explain the bottleneck observed close to the viscous scale [215]. Indeed, relation (116) diverges for $h_m \rightarrow 0$ and therefore cannot be considered a good option if helicity is sub-leading. A third possible scenario is the one described by a counter-directional dual cascade (see Definition 9 of Section 3.6), where energy flows upward and helicity downward [7]. In the latter case, for the forward-helicity cascade range, only $h_m$ appears, while the inverse energy cascade is driven by $\epsilon_m$, leading to the two predictions:

$$\begin{cases}
E(k) \sim h_m^{2/3} k^{-7/3}, & \text{for } k > k_m \\
E(k) \sim \epsilon_m^{2/3} k^{-5/3}, & \text{for } k < k_m
\end{cases}$$  \hfill (117)

This last scenario has never been observed in isotropic turbulence, unless a dynamical mode reduction on helical modes with the same sign is imposed (see Section 4.1.2 and [12,220,222]).

In Fig. 16 we summarize the three scenarios in a graphical way. Nowadays, there is overwhelming evidence that in the presence of a large-scale helical forcing mechanism, there is a simultaneous transfer of both energy and helicity toward small scales as suggested in (115). Two forward cascades coexist with helicity introducing only sub-leading corrections to the $-5/3$ Kolmogorov K41 scaling (see Fig. 17). Consequently, there is a strong recovery of mirror symmetry by going to smaller and smaller scales [10,18]. The latter can be quantified by introducing the dimensionless ratio:

$$R_H = \frac{|E^+(k) - E^-(k)|}{E^+(k) + E^-(k)} \sim k^{-1}$$
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In this section we further refine the energy-helicity dynamics by analysing the turbulent transfer as function of the helical contents of the Fourier triads (103). It is easy to realize that, in terms of the helical decomposition, all triads of interacting Fourier wavenumbers \([\tilde{u}_k, \tilde{u}_q, \tilde{u}_p]\) are split in 4 (8 by considering the symmetry that changes the sign of all helical modes) possible classes of helical interactions, \([\tilde{u}_k^\pm(t), \tilde{u}_q^\pm(t), \tilde{u}_p^\pm(t)]\), as depicted in Fig. 18. Out of the four classes indicated by \([I–IV]\), class-I is homochiral, i.e. includes interactions by three Fourier waves with the same sign of helicity, while classes II–III–IV are heterochiral. One can also easily show that energy and helicity are conserved triad-by-triad [220,227]. Assuming without any loss of generality that \(q \leq k \leq p\) we can interpret the NSE decomposition depicted in 18 as the superposition of 4 classes of interactions distinguished on the basis of their helical contents. In two seminal papers [220,227], Waleffe analysed the stability properties of each single class as a proxy of the energy transfer direction and discovered that the homochiral class I and the heterochiral class-II are such that the intermediate wavenumber tends to lose energy toward small and large scale simultaneously, while class-III and class IV are always such that the smallest wave number is the most unstable. On the basis of this observation, Waleffe argued that even for the NSE case, when all wavenumbers are coupled together, class-I and class-II are responsible of some three-dimensional inverse energy transfer while classes III and IV should be the channels responsible of the energy transfer to small scales (instability hypothesis). On a physical ground, one must notice that the homochiral class I (if taken alone) corresponds to a fluid where also helicity is sign definite. As a result, it is not totally surprising that the dynamics develops some inverse energy transfer, similarly to what happens for 2D turbulence where the second sign definite invariant is the enstrophy. The fact that in the analysis of Waleffe, also the heterochiral class-II shows some tendency to transfer energy upscale can also be interpreted in a similar way considering that the two largest wavenumbers are homochiral, i.e. any mechanism that transports fluctuations from small to large wavenumbers would produce a systematic increase of helicity also for class-II.

Summarizing, the single triad analysis performed in [220] demonstrates that the basic building blocks of the helical-Fourier decomposition have distinct stability properties that indicate that the forward energy transfer is mainly mediated by triads where the two largest legs are heterochiral. However care needs to be taken when extrapolating the stability properties of isolated triads to the full network present in the NSE. As noted in [228], the NSE restricted to any single triad (homo or heterochiral) can be mapped to a 2D3C fluid evolution, because triads forms closed triangles in Fourier space, \(p + q + k = 0\). As a result, the NSE can be seen as the 3D intricate coupling of 2D3C sub-systems, some that transfer energy forward and some that transfer energy backward, and the connections among the full 3D dynamics and the one of its subsystems must be clarified. Nonetheless, the analysis of isolated triads of [220] has motivated new directions for turbulence research as we describe below.

The idea to decompose the NSE into helical interactions was further explored in a series of papers [12,222] where direct numerical simulations of homochiral turbulence were performed for the first time. The idea is that one can introduce two
Fig. 18. Sketch of the NSE triadic interactions cloud in terms of the Helical-Fourier decomposition (103). (a) The full NSE set of triads is divided into 4 classes, according to the helicity contents in the three interacting wavenumbers and where we do not show the equivalent 4 classes obtained by changing the sign of helicity in all modes. The colour and thickness of arrows inside each triad correspond to the direction (red: inverse, blue: direct) and intensity of the most unstable energy transfer mode according to the single triad analysis [220]. As one can see, Classes I and II present a tendency to have a backward energy transfer (red arrows) from the middle wavenumber to the smallest one. Class I is also the only one homochiral. (b) Sketch of the decimation to only homochiral dynamics performed using the projector (119) with $s = +$ and leading to the H-NSE (120).

Fig. 19. Log–log plot for the time evolution of the energy spectra for two homochiral simulations of (120) with small scale forcing (left) to highlight the inverse energy cascade and with large scale forcing (right) for the direct helicity cascade. Initial configuration at $t = 0$ is marked with a red curve. The two straight lines with slopes $-5/3$ (left) and $-7/3$ (right) represent the two predictions (117), respectively. The grey line marks the forcing injection scales. For details about the numerical simulations see [222, 229].

Galerkin projectors to positive and negative helical modes as

$$\tilde{P}_k^\pm = \frac{h_k^\pm \otimes h_k^{*\pm}}{h_k^{\pm*} \cdot h_k^\pm}. \quad (118)$$

The Fourier modes are given by $\tilde{u}_k^\pm = \tilde{P}_k^\pm \tilde{u}_k = \frac{1}{2}(\tilde{u}_k \pm i k \times \tilde{u}_k/k)$. Using the above definition, one defines the projection on the positive/negative helical sector of any real-valued divergence free vector field in three dimensions:

$$g'(x,t) \equiv P^s g(x,t) \equiv \sum_k P_k^s g_k(t) e^{i k \cdot x}. \quad (119)$$

where $s = \pm$. Finally, we define the homochiral Navier–Stokes equation (H-NSE) that describe the evolution of the velocity field of one chirality ($u^+$ or $u^-$) interacting with itself only. For the positive modes it reads:

$$\partial_t u^+ + P^+[u^+ \cdot \nabla u^+] = -\nu \Delta u^+ - \alpha u^+ + f^+. \quad (120)$$

The linear operator $P^+$ in front of the non-linear terms combines the projection into a divergenceless manifold and in to the homochiral sector. It is needed because the interactions between two positive helical waves produce also negative helical modes. The resulting dynamics involve only interactions of class-I, as depicted in Fig. 18 panel (b).

From (104)–(105) it is evident that both energy and helicity are sign definite for the H-NSE dynamics. As a result, one might expect that turbulence will develop a counter-directional dual cascade, with energy flowing up-scale and helicity down-scale. The corresponding spectra will be determined by the requirement of having a constant energy flux in the inverse energy cascade range and a constant helicity flux in the forward helicity cascade range as predicted by (117). Fig. 19 shows that the above behaviour is indeed observed in the DNS of (120) [12, 222].

The observation of a stable inverse energy cascade in the DNS of the H-NSE has provided the first evidence that there exists a new mechanism to transfer energy up-scale in a turbulent flow, beside the one of being two-dimensional, or quasi two-dimensional.
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More importantly, in [15,19] it was shown that homochiral triads persistently transfer energy upward even in the original case of the full NSE where all modes are active. By analysing a-posteriori the contribution of the total flux induced only by homochiral triads, it was found that it corresponds to an inverse cascade, with a sign opposite to that of the heterochiral contributions. Indeed, even in the fully coupled NSE one can distinguish partial fluxes which conserve independently the energy contents in the positive or negative helical modes (and similarly for the total energy areresponsible for the exchange of energy among positivemodes only or by the sweeping of positivemodes by negative modes. Out of all terms, only the first two on the RHS of (122) are conservative, meaning they individually conserve $E$.

Details of the numerical simulation can be found in [19].

More importantly, in [15,19] it was shown that homochiral triads persistently transfer energy upward even in the original case of the full NSE where all modes are active. By analysing a-posteriori the contribution of the total flux induced only by homochiral triads, it was found that it corresponds to an inverse cascade, with a sign opposite to that of the heterochiral contributions. Indeed, even in the fully coupled NSE one can distinguish partial fluxes which conserve independently the energy contents in the positive or negative helical modes (and similarly for the total energy areresponsible for the exchange of energy among positivemodes only or by the sweeping of positivemodes by negative modes. Out of all terms, only the first two on the RHS of (122) are conservative, meaning they individually conserve $E$.

Details of the numerical simulation can be found in [19].

Out of all terms, only the first two on the RHS of (122) are conservative, meaning they individually conserve $E^+$. These terms are responsible for the exchange of energy among positive modes only or by the sweeping of positive modes by negative ones. The last two terms describe the exchange of energy with the negative components (and similarly for the total energy in the negative modes if we reverse all helical signs). We can also split the total flux in Fourier space by first introducing the quantities

\[
\Pi_E^{s_1s_2s_3}(k) = (u^{c_k} p^{s_1}[u^{s_2} \times w^{s_3}]),
\]

where $u^{c_k}(x, t)$ is the low-pass filtered field defined in (16) and then writing:

\[
\Pi_E(k) = \Pi_E^{\text{homo}}(k) + \Pi_E^{\text{hete},1}(k) + \Pi_E^{\text{hete},2}(k)
\]

where

\[
\Pi_E^{\text{homo}}(k) = \Pi_E^{++,k}(k) + \Pi_E^{--,k}(k),
\]

\[
\Pi_E^{\text{hete},1}(k) = \Pi_E^{++,-}(k) + \Pi_E^{-+,-}(k),
\]

\[
\Pi_E^{\text{hete},2}(k) = \Pi_E^{+,+-}(k) + \Pi_E^{-,-}(k) + \Pi_E^{+,-}(k) + \Pi_E^{++,k}(k).
\]

The $\Pi_E^{\text{hete},1}$ flux corresponds to the two contributions given by the sweeping of positive (negative) modes by the negative (positive) ones, while $\Pi_E^{\text{hete},2}$ describes the transfer of energy among the two chiral sectors. In Fig. 20 we show the measurements of the different contributions in (123) from a DNS of fully homogeneous turbulence. The different sign brought by the homochiral channel is clearly detectable. This implies that within the forward cascade of 3D turbulence there is a process that transfers energy inversely. Thus the cascade in 3D hydrodynamic turbulence is bidirectional (based on Definition 6 given in Section 3.6.2) as some processes bring energy upscale and some downscale with the latter ones dominating for HIT. A similar analysis can be also repeated for the helical conservation law [19].

It is important to note that the decomposition of the NSE in configuration space given by (121) is different from that in 4 helical Fourier classes (I–IV) described in Fig. 18. Only the homochiral case coincides. The difference is due to the fact that for the Fourier case the interactions classes (I–IV) are defined in terms of triad structure and as such they cannot be re-expressed.

Fig. 20. Lin-log plot of the fluxes entering in the decomposition (124) from a direct numerical simulation of HIT. Notice the presence of the homochiral channel (red dashed line) with an inverse energy flux. This is a clear demonstration that the energy transfer for 3D HIT must be classified as a bi-directional case according to Definition 6 of Section 3.6. Details of the numerical simulation can be found in [19].
as a product of fields in configuration space (except for the homochiral case where triads are formed by Fourier components with one sign of helical modes only).

The existence of a subset of fully three-dimensional and isotropic interactions in the NSE that are capable to coherently produce an inverse energy cascade promises to open new directions in the interpretation of many fundamental and applied configurations. Some of them are connected to the case of rotating turbulent at not too small Rossby numbers and will be discussed in Section 4.3, some others concern back-scatter events observed in the interactions among sub-grid and resolved-scale fluctuations in Large Eddy Simulations (see Section 5.3.1). One needs also to remark that being homochiral is not a property preserved by the NSE, i.e. without the extra projector on the non-linear evolution of (120) any homochiral initial condition, \( u(x, 0) = u^{-}(x, 0) \) would immediately produce also fluctuations with opposite (negative) helical components, due to the coupling among \( u^{+} \) and \( u^{-} \) introduced by classes II–IV. From this perspective, being homochiral is more fragile than being two-dimensional three-component (2D3C), \( u(x, t) = (u_{x}(x, y, t), u_{y}(x, y, t), u_{z}(x, y, t)) \), or of being fully anti-symmetric, \( u(-x, t) = -u(x, t) \), which are two symmetries exactly preserved by the time evolution of NSE.

Before ending this section, we mention that similar conclusions concerning the existence of inverse energy cascades for homochiral turbulence can also be obtained by studying absolute equilibrium spectra for the H–NSE with \( \alpha = \nu = 0 \) and \( f = 0 \), if restricted to a finite number of Fourier modes [103] or by using second-order closures based on the so-called Eddy Damped Quasi Normal Markovian Approximation [230]. Recently it was also found that the dynamics of triads belonging to class-II have an extra quadratic invariant whose dimension depends on the triad’s geometry [20,231]. As a result, one might argue that this class of triads should lead to a direct or inverse energy cascade depending if they represent local or strongly non-local interactions (if the triad is close to be equilateral or \( q \ll p, k \)) as also confirmed by shell models based on the same helical structure [232,233]. The helical decomposition as studied in this section can also be applied to 3D MHD as will be discussed in Section 4.6.

4.1.3. Energy cascade transitions in helical variants of the Navier–Stokes equations

In this section we summarize recent attempts made to investigate the balancing between forward and backward energy transfer of heterochiral and homochiral triads in the 3D NSE. In order to continuously move from a forward transfer, typically of the original NSE, to a backward transfer, observed for the H–NSE (120), one might follow different protocols.

One direction was pursued in [15], where the effect of different interactions in the Navier–Stokes equations was investigated by suppressing the negative helicity modes using a dynamical forcing function. The dynamical forcing controlled the amount of helicity at all scales. These authors showed that interactions from three positive helical modes transfer energy to the large scales. However, in the presence of negative helical modes, with even weak amplitude, the cascade of energy remained forward. Their results were also quantified by calculating the energy fluxes due to the different interactions among helical modes.

Another possibility is to vary the number of Fourier modes that are projected to one homochiral sector (say the positive one to fix the notation) so if all modes are projected one obtains (120) while if none is projected one returns to the NSE. This can be achieved by defining an operator \( D^{\lambda} \) that projects only a percentage \( \lambda \) of randomly chosen Fourier modes on positive helical components. More precisely, \( D^{\lambda} \) action on a generic function \( g(x, t) \) is given by:

\[
\tilde{g}(x, t) \equiv D^{\lambda}g(x, t) \equiv \sum_{k} \tilde{D}_{k}^{\lambda}g(k, t) e^{ikx}
\]  

(125)

where the operator \( \tilde{D}_{k}^{\lambda} \) is either \( \tilde{D}_{k}^{\lambda} = \tilde{D}_{k}^{\lambda} \) with probability \( \lambda \) or \( \tilde{D}_{k}^{\lambda} = 1 \) with probability \( 1 - \lambda \) for any given wave number \( k \). The \( \lambda \)-decimated Navier–Stokes equation (\( \lambda \)-NSE) is then given by:

\[
\tilde{\partial}_{t} u^{\lambda} = D^{\lambda}[-u^{\lambda} \cdot \nabla u^{\lambda} - \nabla P^{\lambda}] + \nu \Delta u^{\lambda} - \alpha u^{\lambda} + f^{\lambda}.
\]  

(126)

Clearly, for \( \lambda = 0 \) we have \( \tilde{D}_{k}^{\lambda} = 1 \) for every wavenumber and we are back to the original NSE, while for \( \lambda = 1 \) we have \( D^{\lambda} = D^{+} \) and return to the homochiral case (120). The system is such that we always have the backbone of positive helical modes, while depending on the value of \( \lambda \), a fraction of \( 1 - \lambda \) negative helical modes are also allowed to participate in the dynamics (see panel (c) in Fig. 21). The transition from direct (\( \lambda = 0 \)) to inverse (\( \lambda = 1 \)) energy cascade has been studied in a series of recent papers [234,235], where it was shown that the system develops a discontinuous (1st order) transition as that depicted in panel (c) of Fig. 13. Moreover, the transition appears to be also quasi singular, in the sense that the critical value of the control parameter is very close to the full homochiral value, \( \lambda_{c} \sim 1 \). In other words, it is enough to maintain a very small percentage of modes of opposite helicity to establish a direct energy cascade. A summary of the spectral properties for both \( E^{+}(k) \) and \( E^{-}(k) \) is shown in Fig. 22. The critical role of heterochiral interactions was already conjectured in the original papers by Waleffe [220] on the basis of the single instability of each triadic class. In terms of helical-Fourier interactions, it means that heterochiral triads are much more efficient than homochiral ones in the energy transfer and that in a sea of homochiral modes, the introduction of modes of the other chirality acts as a catalyst for the forward energy transfer. Similar conclusions where also obtained by looking at the statistical equilibrium in [103].

Another alternative way to study the transition from the original NSE (1) to their homochiral limit (120) was performed in [18] following the idea of partitioning the nonlinear term of the NSE in subset of interactions with different coupling
properties among homochiral and heterochiral triads [19]. The idea in [18] is to start from the helical decomposition (121) giving different weights to homochiral and heterochiral non-linear interactions:

\[ \partial_t \mathbf{u}^i = P_{s_1} \sum_{s_2, s_3} A_{s_1, s_2, s_3}(\lambda) [\mathbf{u}^{s_2} \times \mathbf{w}^{s_3}] + \nu \Delta \mathbf{u}^i - \alpha \mathbf{u}^i + \mathbf{f}^i. \]  

(127)

where the prefactor is

\[ \{ A_{s_1, s_2, s_3}(\lambda) = 1, \quad \text{for homochiral triads} \} \]

\[ \{ A_{s_1, s_2, s_3}(\lambda) = \lambda, \quad \text{for heterochiral triads} \} \]  

(128)

In such a way for \( \lambda = 1 \) we are back to NSE while for \( \lambda = 0 \) we have two independent homochiral-NSE (see panel (d) of Fig. 21). Unlike (126) the modified NSE given by (127) does not break helical symmetry for any \( \lambda \). Furthermore, (127) remains invariant under dilatation as the original NSE. In Fig. 23 we show that (127) displays a discontinuous energy transfer transition from inverse to direct cascade for \( \lambda_c \sim 0.3 \). Indeed, the flux transition becomes more and more abrupt by increasing the Reynolds number. In the limit of infinite Re it is expected to converge to a sharp jump (first-order transition) as the one depicted in panel (c) of Fig. 13. This empirical observation was justified in [18] by noting that for any value of \( \lambda \) the nonlinearity in (127) remains invariant under a dilatation transformation both at scales larger and smaller than the forcing scale. This observation is hardly compatible with the establishment of a Re independent split-cascade. Indeed, for the latter to exist there must be some mechanism that acts differently at small and large scales such as to push the system to move the energy in both directions. Thus, an important requirement for a flow to display a split-cascade is to break scale invariance. This is indeed what happens in all the other applications where one observes a split-energy cascade, as will be discussed in the next sections for the case of flows in thin layers, under strong rotation or stratification.

4.1.4. Summary

In this section we have discussed the joint energy-helicity cascade dynamics in homogeneous and isotropic turbulence. We have shown that in the presence of an injection concentrated in a limited range of characteristic scales, energy and helicity are cascading forward in HIT, leading to a co-directional dual cascade according to Definitions 8–9 in Section 3.6. If...
Fig. 23. Log–log plot of spectra (left) and lin–lin plot of fluxes (right) at changing the weighting parameters $\lambda$ in the simulations of (127). Transition from zero inverse energy flux (and equipartition spectrum) at $k < k_\text{in}$ to an inverse energy cascade $-5/3$ spectrum is observed around $\lambda_\text{c} \sim 0.3$. Grey region indicates the scales where the energy is injected. Different symbols in the right panels correspond to different Reynolds numbers. In the inset of the right panel we show the fluctuations of the flux at the injection scale, calculated from the standard deviations of measurements at different times, normalized with $\epsilon$. Notice the increasing fluctuations by approaching $\lambda_\text{c}$. For details about the numerical simulations see [18].

Fig. 24. Turbulence forced electromagnetically by the array of magnetic dipoles, in the top layer of electrolyte resting on a layer of non-conducting heavier liquid. The forcing scale is comparable with the layer thickness $\ell_\text{m} \sim H$ and $L \sim 10H$. Top and later view before (a–b) and after the formation of the condensate (c–d) where particle streaks are visualized. Plots reprinted by permission from [35]. (e–f): Lagrangian trajectories and an inverse energy spectrum in 2D turbulence generated by a Faraday-wave experiment, reprinted with permission from [236].

the NSE are restricted to homochiral sectors, we have a counter-directional dual cascade, with an inverse energy transfer and a forward helicity cascade (see Definition 9 in Section 3.6). Homochiral interactions give an inverse contribution to the flux even in the full NSE, confirming that inside all 3D turbulent flows there are channels able to transfer energy in both directions, a clean example of our definition of a bidirectional cascade (6) in Section 3.6. The inverse stable energy cascade prevails also when the heterochiral triads are re-weighted. A transition from direct to inverse cascade as that depicted in case (c) of Fig. 13 might be triggered by suitable manipulation of non-linear terms.

4.2. Turbulence in layers of finite thickness

We begin with flows in layers of finite height $H$ (which we fix for the sake of reference to be in the $z$-direction) much smaller than the box length $L$ in the other two directions ($x$ and $y$). It comprises possibly the simplest case that can display a split cascade. Experimentalists refer to these layers as thick layers [35] being more accustomed to very thin layers that approximate a 2D flows while researchers using numerical simulations refer to them as thin layers [33] since most simulations are performed in cubic boxes and therefore anything flatter than a cube is thin. We refer to them here as layers of finite thickness to reconcile the two points of view. Flows in confined layers are important because they are close to atmospheric flows for which the pressure scale height is hundreds/thousands times smaller than the turbulent horizontal large scale motions [237]. For this reason, such layers have attracted a lot of attention from experimental [34,238–241] and theoretical groups [32,33,242]. Here, we are interested in discussing why under certain conditions they display a transition in the energy cascade direction. Fig. 24 shows one experimental visualization of the flow on a thick (left panels) and thin (middle-left) layer. The 2D condensate is visible in the latter. In the same figure we also show the inverse energy cascade spectrum (right panel) and the visualization of tracers trajectories (middle-right panel) in a different experiments where the quasi-2D turbulent regime is generated by Faraday-waves [236].

4.2.1. Formulation

For simplicity the boundary conditions are assumed to be periodic in all directions. In experimental setups, however, we have no-slip boundary conditions and boundary-layer effects must be taken into account. As usual, we will assume the flow
to be forced at some particular length scale $\ell_{in}$. An illustration of the flow set-up is shown in Fig. 25. This configuration has been examined in many numerical investigations [32,33,242] and it is, within a good approximation, a realistic description of flows in liquid metal embedded in a uniform magnetic field and forced by electromotive forces [34,238–240]. This set-up can also be important for the case of Rayleigh–Bernard convection at large aspect-ratio [243].

It is useful to start from the original 3D Navier–Stokes equations in the thick layer and split it in the evolution of two coupled fields. The first is the 2D3C component, which evolves in the in-plane directions $(x,y)$ only and it is obtained by averaging over the vertical direction. The second is a full 3D field defined as the remaining part once the 2D3C component is subtracted. The 2D3C field is defined as: $\mathbf{u}_{2D}(x,y,z,t) = (\overline{u}_x(x,y,t),\overline{u}_y(x,y,t),\overline{u}_z(x,y,t))$ where with $\overline{\mathbf{u}} = 1/H \int_0^H dz \langle \mathbf{u} \rangle$ we indicate a z-averaged quantity, while the 3D component is given by $\mathbf{u}_{3D}(x,y,z,t) = \mathbf{u}(x,y,z,t) - \mathbf{u}_{2D}(x,y,t)$. The original NSE rewritten in terms of the two fields are:

$$\partial_t \mathbf{u}_{2D} + \mathbf{u}_{2D} \cdot \nabla \mathbf{u}_{2D} = -\overline{\mathbf{u}}_{2D} \cdot \nabla \mathbf{u}_{2D} - \nabla P + \nu \Delta \mathbf{u}_{2D} - \alpha \mathbf{u}_{2D} + \mathbf{f}_{2D},$$

(129)

$$\partial_t \mathbf{u}_{3D} + \mathbf{u}_{3D} \cdot \nabla \mathbf{u}_{3D} = -\mathbf{u}_{3D} \cdot \nabla \mathbf{u}_{3D} + (\overline{\mathbf{u}}_{2D} \cdot \nabla \overline{\mathbf{u}}_{2D} - \mathbf{u}_{3D} \cdot \nabla \mathbf{u}_{3D}) - (\nabla P - \nabla \overline{P}) - \alpha \mathbf{u}_{3D} + \nu \Delta \mathbf{u}_{3D} + \mathbf{f}_{3D}.$$  

(130)

It is important to realize that in the absence of the $\mathbf{u}_{3D}$ components the evolution of $\mathbf{u}_{2D}$ can be further split in two equations, one for the vertically averaged horizontal components, $\mathbf{u}_{2D}^z = (\overline{u}_x, \overline{u}_y)$ which satisfies a purely 2D (and 2 components) Navier–Stokes equation:

$$\partial_t \mathbf{u}_{2D}^z + \mathbf{u}_{2D}^z \cdot \nabla \mathbf{u}_{2D}^z = -\nabla \overline{P} + \nu \Delta \mathbf{u}_{2D}^z - \alpha \mathbf{u}_{2D}^z + \mathbf{f}_{2D}^z,$$

(131)

and one for the third (out-of-plane) component that satisfy the equation of a passive scalar advected by the in-plane field:

$$\partial_t \overline{u}_z + u_z^+ \cdot \nabla \overline{u}_z = +\nu \Delta \overline{u}_z - \alpha \overline{u}_z + \overline{f}_z.$$

(132)

In many empirical studies, in order to make the energy injection almost independent of the thickness of the volume, it is customary to take the forcing invariant in the $z$-direction, with non vanishing horizontal components only, $\mathbf{f}_{3D} = 0$. Here, we prefer to keep the most general set-up and explicitly mention the restriction to the pure 2D forcing only when relevant.
As said, in the absence of \( \mathbf{u}_{ab} \) the system returns to the 2D Navier–Stokes equations plus the evolution of a passive scalar. This system is often referred to as two dimensional three component (2D3C) flow. The in-plane dynamics conserves both energy and enstrophy and will be characterized by a dual cascade with energy flowing backward and enstrophy forward. The energy contained in the out-of-plane component will flow forward as in the case of a passive scalar in incompressible flows (see also Section 4.7.2). As a result, if the \( \mathbf{u}_{ab} \) is non-zero but very small the system can still quasi-conservate enstrophy of the in-plane component and possibly lead to an inverse cascade while if \( \mathbf{u}_{ab} \) is big, no inverse cascade should be possible.

To quantify the role played by the different components in the global energy transfer we look at the energy balance among the 2D3C and 3D fields, by defining the total energy in the 2D plane: \( E_{2D} = \frac{1}{2} |\mathbf{u}_{2D}|^2 \) and the one in the remaining 3D volume: \( E_{3D} = \frac{1}{2} |\mathbf{u}_{3D}|^2 \):

\[
\begin{align*}
\partial_t E_{2D}(t) & = \epsilon_{in}^{2D}(t) - T(t) - \langle u \cdot \nabla u \rangle_{2D}(t) - \epsilon_{d}^{2D}(t) \\
\partial_t E_{3D}(t) & = \epsilon_{in}^{3D}(t) + T(t) - \langle u \cdot \nabla u \rangle_{3D}(t) - \epsilon_{d}^{3D}(t)
\end{align*}
\]

where \( \epsilon_{in}^{2D}, \epsilon_{in}^{3D} \) express the rate energy is injected in the 2D and 3D part of the flow respectively and similar for the dissipation terms \( \epsilon_{d}^{2D}, \epsilon_{d}^{3D} \). The term \( T = \langle \mathbf{u}_{2D} \cdot (\mathbf{u} \cdot \nabla \mathbf{u}_{3D}) \rangle \) is responsible for the transfer of energy from the 2D plane to the 3D volume.

To fully describe the energy spectrum, we need to control the distribution of energy \( E(k_{1}, k_{3}) \) where we indicate with \( k_{3} = \sqrt{k_{x}^2 + k_{y}^2} \) and \( k_{1} = |k_{z}| \) and we assumed isotropy only around the vertical axis. It expresses the energy density in a ring of radius \( k_{1} \) and width \( \Delta k_{1} = 2\pi/L \) (in a box with finite horizontal width) located at height \( \pm k_{3} \) and vertical width \( \Delta k_{3} = 2\pi/H \) (in the finite thickness case). Its relation with total energy is given by

\[
\mathcal{E} = \Delta k_{1} \Delta k_{3} \sum_{k_{1}, k_{3}} E(k_{1}, k_{3})
\]

while its relation with the spherically averaged energy spectrum is given by

\[
E(k) = \frac{\Delta k_{1} \Delta k_{3}}{\Delta k} \sum_{k_{1}, k_{3}} E(k_{1}, k_{3}).
\]

Note that the above spherically averaged spectrum has units of energy per wavenumber while \( E(k_{1}, k_{3}) \) has units of energy per wavenumber squared. To avoid further introduction of notation we use the same symbol and distinguish the two by the number of their arguments. Because it is hard to draw quantitative conclusions from a 2D spectrum, cylindrically averaged or plane averaged spectra are often used:

\[
E_{\perp}(k_{1}) = \Delta k_{3} \sum_{k_{3}} E(k_{1}, k_{3}), \quad E_{\parallel}(k_{3}) = \Delta k_{1} \sum_{k_{1}} E(k_{1}, k_{3}).
\]

Since in general \( E(k_{1}, k_{3}) \) depends on both wavenumbers, some care needs to be taken when comparing the spectra \( E_{\perp}(k_{1}), E_{\parallel}(k_{3}) \) with theoretical predictions.

In terms of the evolution of the spectral fluxes the coupling among the 2D spectrum, \( E_{2D}(k, t) = E(k, k_{3} = 0, t) \), and the 3D one, \( E_{3D}(k, t) = E(k, t) - E_{2D}(k, t) \), is the following:

\[
\begin{align*}
\sum_{k' < k} \partial_{k'} E_{2D}(k', t) & = -\langle u_{2D}^k \cdot (u_{2D} \cdot \nabla u_{2D}) \rangle - \langle u_{2D}^k \cdot (u \cdot \nabla u_{3D}) \rangle + \langle f \cdot u_{2D}^k \rangle - v|\nabla u_{2D}^k|^2 - \alpha |u_{2D}^k|^2 \\
\sum_{k' > k} \partial_{k'} E_{3D}(k', t) & = -\langle u_{2D}^k \cdot (u \cdot \nabla u_{2D}) \rangle - \langle u_{3D}^k \cdot (u \cdot \nabla u_{3D}) \rangle + \langle f \cdot u_{3D}^k \rangle - v|\nabla u_{3D}^k|^2 - \alpha |u_{3D}^k|^2
\end{align*}
\]

where we have used the notation, \( u_{2D}^k(x, t) \) to denote a velocity field projected on all modes with \( |k| < k \), as already introduced in (16). The first term \( \Pi_{2D}(k) = -\langle u_{2D}^k \cdot (u_{2D} \cdot \nabla u_{2D}) \rangle \) on the right hand side of (138) is the flux due to the \( u_{2D} \) components only and it is expected to have a negative contribution so that it transfers energy to the large scales. The terms \( -\langle u_{2D}^k \cdot (u \cdot \nabla u_{2D}) \rangle \) and \( -\langle u_{3D}^k \cdot (u \cdot \nabla u_{3D}) \rangle \) are terms that transfer energy from one field \( u_{2D} \) to the other \( u_{3D} \), while the remaining term \( -\langle u_{2D}^k \cdot (u \cdot \nabla u_{3D}) \rangle \) is the term responsible for the transfer of the energy of the \( u_{3D} \) field to the small scales. Adding these last three terms together we obtain the contribution from the 3D field only:

\[
\Pi_{3D}(k) = \Pi(k) - \Pi_{2D}(k)
\]

that is expected to lead to a positive flux. Just like we did for homochiral and heterochiral contributions in Section 4.1, the decomposition (140) is meant to separate processes with a positive flux that favour the forward cascade from processes with a negative flux that favour the inverse cascade. At varying the ratio \( H/L \) and at changing the way we force, by switching on/off the three dimensional forcing components, \( f_{2D} \), and the component of the forcing in the out-of-plane direction, \( f_{z} \), we can reinforce or deplete the relative role played by the 2D manifold in the global dynamics. As a result, it is natural to expect
that the system can make a transition from purely forward cascade to purely inverse energy cascade. In the following we discuss numerical, experimental and theoretical evidences in favour of the existence of such a transition and concerning its properties.

If $H/\ell_{in}$ is small enough, the energy injected by the forcing is redistributed to smaller and larger scales forming an inverse cascade at large scales with amplitude $\epsilon_\alpha$ and a forward cascade at small scales with amplitude $\epsilon_\nu$ such that $\epsilon_\alpha + \epsilon_\nu = \epsilon_{in}$. The value of the relative rate of inverse/forward cascade is a function of $H/\ell_{in}$. The presence of an inverse cascade in this system for different $H$ has been demonstrated in numerical simulations by measuring the energy flux \( 32,242,244,245 \) and in experiments by measuring the third-order structure function \[35\]. In \[32\] the relative amplitude of the inverse cascade $Q_\epsilon$ was measured as a function of $H$ and it was shown to drop to zero approximately when $H = H_c \sim 1/2\ell_{in}$ (see left panel of Fig. 27). Nevertheless, limits in the scale separation and in the value of the Reynolds number did not allow to conclude if this transition is smooth or critical, i.e. which of the scenarios depicted in Fig. 14 is realized. Moreover, one must not expect the value $H/\ell_{in} = 1/2$ to be universal, as it might depend on the details of the forcing, e.g. whether it is purely 2D or also the third vertical component is forced, on the temporal correlations etc.. However, with the use of a different thin-layer modelling \[33\], where only one mode in the vertical direction is kept, it was shown that the transition from direct to split energy cascade becomes increasingly close to a critical 2nd order transition like the one depicted in panel (b) of Fig. 13 when we take the large box limit, $L/\ell_{in} \to \infty$. This is shown in the right panel of Fig. 27.

To better understand the physics behind this split cascade it is useful to consider the large and small $H$ limits separately.

4.2.2. Extremely thin layers, $H \ll H_c$

For very small values of $H \ll \ell_{in}$, the flow is strongly constrained to behave like a 2D flow at $k_{in}$, since any variation along the $z$ direction is limited to very large vertical wave-numbers $k_z \geq k_{in} = 2\pi/H$ (see right panel of Fig. 26). Since $k_z \gg k_{in}$ it seems unlikely that the $k_z$ modes affect the dynamics of the forcing modes $k_{in}$, because this would imply a sort of three-dimensional backscatter of small scales to large scales. Thus, the energy of the in-plane 2D components of the flow $\epsilon_\alpha$ will cascade to the large scales while the out-of-plane 2D enstrophy will cascade to the small scales, as in a purely 2D flow. As the inverse cascade proceeds, energy arrives at scales $> \ell_{in}$ that satisfy better and better the 2D constraint and thus the inverse cascade is strengthened. Asymptotically, at very large scales it is expected to reach a behaviour identical to 2D turbulence with a $k^{-5/3}$ energy spectrum. This argument is based on the assumption that as the scales $\ell$ and $H$ become further and further apart they are more and more dynamically decoupled. For scales smaller than $\ell_{in}$ the dynamics are driven by the enstrophy cascade. As smaller and smaller scales are reached, the constraint for 2D fluid motions becomes weaker and weaker. At scales $\ell \sim H$ the 2D constraint breaks down and enstrophy is no longer conserved, not even approximately, because of enstrophy generation by 3D vortex stretching and a transition to a 3D forward energy cascade is expected.

This brings out the question how a transition to a forward energy cascade at scales $\ell < H$ can take place if there is no forward cascade at scales $\ell > H$? To answer this question we need to remember that the 2D picture of no forward energy flux and no inverse enstrophy flux holds in the infinite $Re$ limit only. As the enstrophy cascade develops forward to smaller and smaller scales it always drags some energy. However, the energy flux is decreasing and goes to zero for infinitely small scales. So, even in purely 2D flows the small–scale energy flux is never exactly zero if the Reynolds number is finite as quantitatively estimated by \[63\]. As a results for scales smaller than $H$, we expect the forward energy cascade spectrum $E(k) \sim \epsilon_{in}^{2/3}k^{-5/3}$ due to the residual flux, while for scales larger than $H$ one obtains the enstrophy cascade spectrum $E(k) \sim \epsilon_{in}^{2/3}k_{in}^{-3} = \epsilon_{in}^{2/3}k_{in}^{-3}$. Equating the two expressions at $k \sim 1/H$ results in:

$$\epsilon_\nu \propto \epsilon_{in} \left( \frac{H}{\ell_{in}} \right)^2.$$
These phenomenological arguments indicate that at scales $H < \ell < \ell_{in}$ there is a co-directional dual cascade of energy and enstrophy with the energy flux being sub-dominant. The scaling above have been verified using a shell model in \cite{246}. Fig. 28 shows a sketch of the energy and enstrophy flux (on the left) and of the energy spectra (on the right) in the small $H/\ell_{in}$ limit based on the aforementioned phenomenology, for the case that the layer thickness is much smaller than the forcing scale. The energy flux is negative and constant in the large scales while it is positive and constant (although weak) in the small scales. The enstrophy flux on the other hand is zero in the large scales, positive and constant in the range of wavenumbers $k_{in} \ll k < k_{H}$ while it increases due to enstrophy production for wave numbers larger than $k_{H}$. The spectrum accordingly forms a $k^{-5/3}$ power law behaviour in the large scales while a $k^{-3}$ power-law in the range of wavenumbers $k_{in} \ll k < k_{H}$, and beyond $k_{H}$ it recovers the $k^{-5/3}$ spectrum. The blue dashed line indicates the 3D part of the flow (composed from all the wavenumbers for which $k_z \neq 0$) which follows a thermal spectrum $\propto k^{4/3}$ in the range $k < k_{in}$ while an inverse cascade with $E(k) \propto k^{-5/3}$ for wavenumbers smaller than $k_{H}$ and a $k^{-5/3}$ for large wavenumbers. This phenomenological description has been nicely reproduced by the numerical work of \cite{32} as also reported in Fig. 29.

4.2.3. Critical layer thickness, $H \sim H_c$

For $H/\ell_{in}$ close to the critical value it is however harder to have a simple phenomenological description. In fact it is not even certain that a critical transition exists, since we only have little numerical and qualitative evidence for it \cite{32,33}. One cannot exclude that it is a smooth transition as for case (a) in Fig. 13 and that there is always a weak inverse cascade even for very large $H$, i.e. $H_c = \infty$. For example, we can argue that for large $H$ such that $k_{H} \ll \ell_{in}$ a quasi thermal energy spectrum $E(k) \propto \epsilon_{in}^{2/3} k_{in}^{-5/3} - (d - 1) k^{d - 1}$ (where the flow dimension $d = 3$ because we are in the thick-layer regime) builds up in the wavenumber range $k_{in} \ll k \ll k_{H}$, followed in the range $k \ll k_{H}$ by an inverse cascade with $E(k) \propto \epsilon_{in}^{2/3} k_{in}^{-5/3}$. Equating the two spectra at $k = k_{H}$ we get:

$$\epsilon_{\alpha} = \epsilon_{in} \left( \frac{k_{H}}{k_{in}} \right)^{11/2} = \epsilon_{in} \left( \frac{\ell_{in}}{H} \right)^{11/2}.$$  \hfill (142)
In this scenario, we would always have a weak inverse cascade no matter how large $H$ is, its amplitude decreasing as $H^{11/2}$. The shape of the energy spectrum in such a case it is shown in the middle panel of Fig. 30, where $H_c$ with zero inverse flux correspond to $H_c = \infty$ and $k_{H_c} = 0$.

These arguments assume that the Fourier interactions among local wavenumbers for $k \leq k_{H}$, that lead to the inverse cascade, dominate over the non local interactions with the scales around the forcing range or with the ones in the forward energy cascade range. In the $k_{H} \ll k_{H_c}$ case however the eddies of size $H$ have both energy and enstrophy smaller than the ones of the forced scales. As a result, it is more likely that a nonlocal eddy viscosity [111,247–249] induced by the degrees of freedom in the forward cascade range brings the energy back to the small scales and stops the inverse transfer. It is thus more likely that a finite critical height $H_c$ exists above which no inverse cascade is observed. This issue is nevertheless open.

In the presence of a finite critical height, another important open question is how the energy spectrum changes as $H$ varies across $H_c$. If the transition is discontinuous (as in case (c) of Fig. 13) one could have assumed that there is an abrupt change from the thermal spectrum $E(k) \propto k^{d-1}$ to the inverse cascade spectrum $E(k) \propto k^{-5/3}$. However all numerical investigations indicate that this transition is continuous [32,33,242]. There are two possible ways that the spectrum can change between the two exponents. The first is by a change of slope from $k^{d-1}$ to a $k^{-5/3}$ at a particular wavenumber $k_t$ as depicted in the left lower panel of Fig. 30, where $k_t \rightarrow 0$ as $H \rightarrow H_c$ from below. The second is by a continuous change of the spectral exponent $E(k) \propto k^{s(H)}$ where $s(H_c) = 1$ and $s(0) = -5/3$. This is depicted in the right lower panel of Fig. 30. The first case is in agreement with the notion that as the inverse cascade proceeds to large and larger scales it comes close to 2D turbulence decoupling from the smaller 3D velocity scales, while in the second case the interactions with the 3D scales persist and alters the spectral exponent from $-5/3$. The simulations done in [33,242] show that some interactions with the 3D modes reduce the cascade intensity. This was shown by comparing the total flux (see solid line in Fig. 31) to the flux due to the 2D modes (red dashed line in the same figure). The spectra shown in the right panel of Fig. 32 have a transition at large scales from a flat to a $-5/3$ slope. However the scale separation is not sufficient to conclude how the spectra change when $H \rightarrow H_c$.

As of now, the exact behaviour close to the critical point lacks a precise theoretical description. The dependence of $Q_{av}$ on the distance from criticality ($H_c - H$) has not been determined yet. Critical phenomena suggest a power-law dependence:

$$Q_{av} \propto (H_c - H)^{\beta}.$$  \hspace{1cm} (143)

The results of [33] estimate $\beta \sim 1$. There is however no theoretical explanation for this exponent nor verification from full DNS or from experiments. In [33] it has been proposed that the transition could be viewed in configuration space as the competition between the 2D vortices (prey) and 3D fluctuations (predators) that feed on 2D vortices and thus following predator–prey dynamics. This can be inferred from Fig. 33 produced from the thin layer model discussed in [33] that
shows characteristics both from 2D turbulent coherent vortices clustering, leading to the inverse cascade and from 3D phenomenology with small scale vorticity filaments that are produced by the 3D motions and tend to destroy the coherent vortices. To what degree however such a description is plausible still needs to be explored.

4.2.4. Finite horizontal size and finite Reynolds

So far we have discussed the cascades in the infinite box $L$, and infinite $Re$ limit. However, it is worth discussing the case when these parameters are finite. In the finite $Re$ case it was shown that a second critical height exists below which the flow becomes exactly 2D and all 3D perturbations decay exponentially [33]. This second critical height $H_c$ scales as $H_c \propto \ell_{in} Re^{-1/2}$ and corresponds to the height at which the viscous forces damp all variations along the $z$-direction making the 2D flow linearly stable. The region of stability of the turbulent 2D flow to 3D perturbations can be found analytically with the use of rigorous bounds. This was done in [250] for the more complicated MHD case, from which the hydrodynamic result can be simply obtained by setting the magnetic field to zero. It was further shown in [33] that the amplitude of the 3D perturbations and thus also the dissipation rate of the 3D modes scale like $(H - H_c)^\beta$ where $\beta$ is an exponent larger than 2. The flow close to this second critical point has an intermittent behaviour both in space and in time. The transition diagram for finite $Re$ is shown in Fig. 34.

For finite $L$, if $H$ is such that an inverse cascade builds up, a condensate will be formed in the absence of a linear drag, according to Definition 13 in Section 3.6. The formation of such condensate has also been realized in experiments [34] and is shown in panel (c) of Fig. 24. In 2D turbulence the condensate reach very large velocity amplitudes such that the total energy scales inversely proportional to viscosity $E \propto \epsilon_{in} L^2 / \nu$ so that the injection rate is balanced by dissipation (see Section 3.2). In layers of finite thickness however this is not the only possibility. If 3D velocity fluctuations coexist one can assume that saturation is reached when the eddy viscosity $\nu_{edd}$ due to the 3D perturbations leads to saturation of the condensate by transferring energy back to the small scales:

$$\frac{E}{L^2} \simeq \frac{\epsilon_{in}}{v_{edd}}.$$  

(144)

The eddy viscosity for a 3D flow and at large $Re$ is expected to scale like $v_{edd} \propto u_{3D} H$ [248] where $u_{3D} \sim \epsilon_{in}^{1/3} H^{1/3}$ is the rms value of the 3D component of the flow. The balance (144) then leads to

$$E \propto \frac{\epsilon_{in} L^2}{v_{edd}} \simeq \frac{\epsilon_{in}^{2/3} L^2}{H^{4/3}}.$$  

(145)
Fig. 33. The two-dimensional vorticity (top) and 3D energy density (bottom), for large \( H \) (left) small \( H \) (right). The large \( H \) flow has more dense 3D active regions and less 2D vortexes while the small \( H \) flow has less 3D active regions and more 2D vortexes. Source: The figures are adapted from the data in [33].

Fig. 34. Summary of the expected phase diagram for thin-layer flows.

that is independent of viscosity. This case corresponds thus to one example of a flux-loop condensate as given by Definition 15 in Section 3.6 where the energy that cascades inversely due the 2D motions is balanced by an eddy viscosity due to the 3D motions. This was demonstrated by numerical simulation [251].

4.2.5. Summary

In this section, we have discussed flows in layers of finite thickness and the transitions that occur as the thickness is varied. The discussion has naturally introduced the notion of anisotropy in spectral space as well as the splitting of the flow in a 2D3C (vertically averaged) field and the remaining 3D field that have different cascade properties. The first component drives – in some cases – an inverse cascade while the second one leads to a forward cascade. We examined different limiting configurations. First, the very thin layer case where most of the energy cascades inversely while some sub-dominant forward cascade exists affecting the energy spectrum at scales smaller than \( H \) only. For a thickness close to the critical height where the inverse cascade vanishes, we discussed all possible transition scenarios. Numerical evidence suggests a second order behaviour (see Section 3.7), but it is still not totally clarified how the energy spectra and fluxes vary as a function of the distance from the critical point. Different possibilities were discussed and open problems listed. Finally, we discussed the
Fig. 35. Particle Image velocimetry maps of the mean flow (left) and rms fluctuations for the poloidal flow (right) in a rotating turbulent flow driven by an impeller. In the left panels, the colour codes the toroidal (out-of-plane) velocity for (top) no background and (bottom) cyclonic background rotation at $Ro = 3$ (see [266] for flow details). Data are normalized with the mean frequency of the impeller here denoted with $\omega$ and the size of the container $R$. The two-dimensionalization results in a gradual weakening of the poloidal flow and a strengthening of the toroidal flow.

Source: Reprinted by permission from [266].

4.3. Rotation

In this section, we consider the effect of rotation on the turbulent energy transfer. Rotation plays an important role in most planetary and stellar flows making the flow anisotropic [252]. In some cases when rotation is strong it makes the flow quasi-two-dimensional (an effect known as the Taylor–Proudman theorem [253–255]) and this can change the direction of the energy cascade. Rotation has been the focus of many studies in turbulence research and modelling [256,257]. The quasi-2D behaviour has been realized in experiments [49–53,258–265] and numerical simulations [38,54–65]. A visualization of a 2D cut from the rotating experiment [266] is shown in Fig. 35. Here, we focus on how rotation can affect the transfer of energy and helicity and review some recent results on how a change of cascade direction can take place.

4.3.1. Formulation

To simplify our discussion, we consider a layer of finite height $H$ with the rotation axis being oriented in the vertical direction. This setup is demonstrated in Fig. 36. In the rotating frame of reference the Navier–Stokes equations are written as:

$$\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + 2\Omega \hat{e}_z \times \mathbf{u} = -\nabla P + \nu \Delta \mathbf{u} - \alpha \mathbf{u} + \mathbf{f}$$

(146)

where $\Omega$ is the rotation rate and the linear term $2\Omega \hat{e}_z \times \mathbf{u}$ is the Coriolis force. It is important to notice that rotation does not do any work on the system, $\langle \mathbf{u} \cdot (\hat{e}_z \times \mathbf{u}) \rangle = 0$ and therefore it does not alter the global energy balances (7)–(8). Rotation introduces a new non-dimensional control parameter in the system, the Rossby number:

$$Ro = \frac{u_f}{2\Omega \ell_{in}}$$

(147)

where (as for the Reynolds number) $u_f$ stands for the rms velocity at the forcing scale or $u_f = (\epsilon_{in} \ell_{in})^{1/3}$ if the non-dimensionalization is based on the energy injection rate.

The existence of the new dimensionless control parameter $Ro$ allows for different possible limits to be examined. In particular, we will first study what happens at changing the Reynolds and Rossby numbers and the thickness of the rotating
volume, $H$. We will also comment on the role of having a finite horizontal extension, $L$, and how this is connected to the possibility of forming a quasi 2D condensate.

In the presence of rotation, one can study the existence of solutions of the linearized inviscid NSE:

$$\partial_t u + 2\Omega \hat{e}_z \times u = -\nabla P.$$  

(148)

It is easy to see that (148) can be solved by using a superposition of the set of incompressible helical waves that have already been introduced in Section 4.1:

$$u(x, t) = \sum_k \sum_{s_k} \tilde{u}_{s_k} k \exp(i k \cdot x),$$

(149)

where $\omega_{s_k}$ is the frequency of the wave with positive or negative helicity, $s_k = \pm$. It is important to notice that the modes with $k_z = 0$ are not affected by rotation and cannot support any wave motion. Indeed, by writing the evolution for the vorticity:

$$\partial_t \omega + 2\Omega \partial_z u = \nabla \times (u \times \omega) + \nu \Delta \omega + \nabla \times f,$$

(151)

it is easy to see that the vertically-averaged modes, living in the $k_z = 0$ plane, are not affected by $\Omega$. As a result, in the presence of strong rotation, one expects that the 2D modes can be amplified independently of the Coriolis force, leading to a quasi-2D dynamics [253–255]. Two-dimensionalization of the flow under rapid rotation has been observed in numerous simulations [38,54–65,244,267] and laboratory experiments [49–53,258–265]. The flow can be split into two components. The two-dimensional component is made of modes with $k_z = 0$ that are not affected by the rotation and therefore referred to as the slow manifold. The remaining 3D modes are potentially affected by waves with frequencies that increase with $\Omega$ and they form the fast manifold. As a result of the fast oscillation at large $\Omega$ the non-linear interactions becomes weaker because the phases of the different modes decorrelate with a rate $\propto 1/\Omega$ leading to a very small (asymptotically vanishing) contribution to the non-linear energy transfer in the limit $Ro \to 0$.

This is true for any generic Fourier-helical triad $(\tilde{u}_p^m, \tilde{u}_k^{s_k}, \tilde{u}_q^{s_q})$ except for those that have a combination of frequencies such that

$$\omega_p + \omega_{k} + \omega_{q} = 0.$$  

(152)

Such triads are resonant and it can be shown that they continue to exchange energy even in the limit of very small Rossby number [57,227,252,268], leading to a network of interacting 3D waves in the fast manifold (see Section 5.1).

Furthermore, there exist quasi-resonant triads that satisfy the condition (152) only up to order $O(\text{Ro})$, which can play a role for energy transfer in some pre-asymptotic limit, when $Ro \ll 1$. Finally all modes in the slow manifold have $\omega_p = 0$, and thus the 2D3C manifold is not affected by wave propagation.

### 4.3.2. Decomposition in the 2D3C and 3D manifolds

In order to understand the energy exchange and coupling among the 2D3C modes, the fully 3D resonant waves, the quasi-resonant triads and all the remaining 3D modes at changing the rotation rate it is useful, as for the thin layer, to split...
the equations into the 2D3C vertical averaged component (slow modes) and the remaining 3D part (fast modes):

$$\begin{align*}
\partial_t u_{3D} + u_{2D} \cdot \nabla u_{3D} &= -u_{3D} \cdot \nabla u_{3D} - \nabla P + \nu \Delta u_{3D} - \alpha u_{3D} + f_{3D}, \\
\partial_t u_{3D} + u_{2D} \cdot \nabla u_{3D} + 2\Omega \varepsilon \times u_{3D} &= -u_{3D} \cdot \nabla u_{3D} + (u_{3D} \cdot \nabla u_{3D} - u_{3D} \cdot \nabla u_{3D}) - (\nabla P - \nabla P) + \nu \Delta u_{3D} + f_{3D},
\end{align*}$$

(153)

(154)

where again $u_{3D}$ is a 2D3C velocity field obtained by vertically averaging the horizontal components $u_{2D} = (\bar{u}, \bar{v})$ and $u_{3D} = u - u_{2D}$. The energy balance for the 2D3C and 3D components is the same as the thin layer case \cite{138-139} because the rotation term does not transfer energy among scales. Nevertheless, rotation can decouple the 3D modes, and influence the 3D part of the energy flux, $\Pi_{3D}$, changing its relative importance with respect to the 2D component, $\Pi_{2D}$, where the two are defined as in (140):

$$\Pi_{2D}(k) = -\langle u_{2D}^k \cdot (u_{2D} \cdot \nabla u_{2D}) \rangle \quad \text{and} \quad \Pi_{3D}(k) = \Pi(k) - \Pi_{2D}(k).$$

(155)

Indeed, it can be further shown that any two modes $p, q$ from the fast manifold that belong to a triad including a mode in the slow manifold (e.g. with $p_2 = -q_2 \neq 0$ and $k_2 = 0$) and which satisfy the resonant condition (152) lead to zero energy transfer \cite{57,227,270}. Thus, the slow 2D3C manifold becomes isolated from the remaining 3D part of the flow if the dynamics is restricted to resonant waves; i.e. the first term on the RHS of (153) will be such that $\langle u_{2D}^k (u_{2D} \cdot \nabla u_{2D}) \rangle \rightarrow 0$ in the limit $Ro \rightarrow 0$. The 2D3C part of the flow can still advect the modes in the fast manifold, via the $u_{2D} \cdot \nabla u_{3D}$ term in (154), but without exchanging any energy or helicity with them. Thus, in the resonant limit the $u_{2D}$ component evolves independently of the energy cascading to the large scales through the 2D in-plane motions $u_{2D}^\perp = (\bar{u}, \bar{v})$ and to the small scales through the advection of the vertical component $\bar{u}_z$. If we further decompose the spectrum of the 2D3C flow in a contribution due to the 2D horizontal components and one for the vertical out-of-plane component, $E_{2D}(k_\perp) = E_{s2D}(k_\perp) + E_{v2D}(k_\perp)$ we have that the inverse cascade leads to $E_{s2D}(k_\perp) \propto k_\perp^{-5/3}$ energy spectrum for $k_\perp \ll k_i$ limit and to $E_{v2D}(k_\perp) \propto k_\perp^{-3}$ for $k_\perp \gg k_i$ due to the 2D forward enstrophy cascade. The process related to the energy of the $u_i$ component leads to a small-scale $E_{s2D}(k_\perp) \propto k_\perp^{-1}$ spectrum as must be the case for a passive field in a smooth flow (see the discussion about in the section for passive scalars 4.7).

On the other hand, the 3D part of the flow will cascade energy through resonant wave interactions, (152). Weak turbulence theory (see Section 5.1) predicts the existence of a forward anisotropic energy cascade to larger $k_\perp$ and smaller $k_i$. Exact resonant interactions move energy to smaller and smaller $k_i$ without however reaching $k_i = 0$. Nevertheless, for infinitely thick vertical domains, $H \to \infty$, there will be sufficiently small $k_i \neq 0$ such that quasi-resonant triads, that satisfy the condition (152) only up $O(Ro)$, will be able to transfer energy to/from the 2D3C manifold. As a result, the tendency of the 2D manifold to transfer energy backward can be suppressed. Asymptotically, for infinite domains and for $k_i/k_\perp \ll 1$, the wave theory leads to a forward energy cascade and

$$E(k_\perp, k_\parallel) \propto e^{-1/2} \Omega^{1/2} k_\perp^{-5/2} k_\parallel^{-1/2}$$

(156)

\cite{271,272}. Eq. (156) can be obtained phenomenologically from the expression (257) discussed in Section 5.1 assuming $k_\perp \ll k_i$ that leads to $k \sim k_\perp$. The validity of weak turbulence theory breaks down when sufficiently small perpendicular scales $r_\parallel \sim k_\parallel^{-1}$ are reached such that the amplitude of the non-linear term $\propto u^2_\parallel/r_\parallel$ is of the same order of the Coriolis term $\Omega u r_\parallel/r_\perp$, where $u_r$ is a short-hand notation for the typical velocity fluctuation at scale $|r| = r$, $u_r \sim |\delta_r u^2|^{1/2}$. As a result, if the Reynolds number is large enough, there will always be a range of small scales where strong turbulence is expected with $u^2_\parallel/r_\parallel \propto e^{-1}$. Combining these relations together, we can estimate that the transition between wave-turbulence and strong turbulence occurs at scales where $r_\parallel \propto \Omega^{-1/3} e^{-1/3} k_\perp^{5/3}$ or in spectral space:

$$k_\parallel \propto \Omega^{-1} e^{-1/3} k_\perp^{5/3}.$$ 

(157)

According to the previous discussion, there are two mechanisms at play. One comes from the degrees of freedom in the slow manifold that bring energy to the large scales and the other comes from the 3D interactions that bring energy to the small scales. A sketch of the way energy flows in the $(k_\perp, k_\parallel)$-plane is shown in Fig. 37. Which of the two processes wins depends on $Ro$ and the value of $H/einf$. For infinitely thick layers and small $Ro$ the flow is described by weak wave turbulence theory \cite{271,272}. For $Ro \rightarrow 0$ and finite layer thickness, the dynamics is dominated by the decoupling of the 2D3C manifold from the 3D resonant wave-interactions. The former will have a strong tendency to an inverse energy cascade while the latter will preferentially move energy to small-scales (but anisotropically). In other words we are in the presence of a split energy cascade. This scenario can also be shown within the wave turbulence limit \cite{273}. It has been supported by recent studies in rotating flows both in the lab \cite{50,266,274-276} and with high-resolution numerical simulations \cite{37,55,62,64,244,277,278}. Recently, it has been proven that for finite $H$ and $Re$ the flow becomes exactly 2D above a critical rotation rate \cite{279}. It is important to stress that both the wave turbulence regime and the perfect decoupling among 2D and 3D modes might not be observable in many realistic situations, where Rossby number is never small enough. In such a case, the slow and fast manifolds interact and the flow evolution is the result of a mutual feedback among the two components. In Fig. 38 we show a 3D rendering of a turbulent rotating flow side-by-side with its $u_{2D}$ and $u_{3D}$ components. From the figure it is evident that
Fig. 37. A sketch of the energy transfer in the \((k_\perp, k_\parallel)\) plane in fast rotating turbulence assuming that the 2D3C component is decoupled from the resonant waves. The 3D waves tend to transfer energy to larger \(k_\perp\) and smaller \(k_\parallel\) without ever transferring energy to the \(k_\parallel = 0\) modes that act independently and cascade energy inversely.

Fig. 38. Colour rendering of a 3D numerical simulation for rotating turbulence in the presence of a split energy cascade regime. We show the total field (left), the 2D3C slow manifold \(u_{2D}\) (centre) and the remaining 3D fast manifold field \(u_{3D}\). Colours are proportional to the velocity vector magnitude. Source: Figure adapted from [269].

the two components are correlated. Furthermore, both in numerical and experimental realizations is very difficult to reach a resolution high enough or an experimental domain large enough to simultaneously resolve the inverse cascade regime and the two different scaling ranges in the direct energy cascade regime as depicted in Fig. 37 (see [64] for a first attempt in this direction). Many studies are then limited to force either at large or at small scales in order to highlight either the forward or the inverse energy transfer regime. In Fig. 39 we show two flow realizations for rotating turbulence at small Rossby forced either at low \(k\) (bottom panels) or at large \(k\) (top panel) together with the corresponding spectra and fluxes. The flow forced at high \(k\) develops only an inverse energy cascade range with a clear constant energy flux (see inset of panel c) but without any well developed power law properties for the isotropic spectrum. The flow forced at low \(k\) tends to develop a clean \(-5/3\) spectrum at small-scales, while the scaling for \(k < k_{in}\) is not good due to the limited range of available wavenumbers. However, the flux shown in the inset of panel (d) clearly shows a split-cascade scenario with two ranges with opposite signs.

Finally, we remark that the phenomenology becomes more complicated as soon as one considers finite values of \(Ro\), \(Re\) and \(H/\ell_{in}\). First, we need to consider that the statistics is always anisotropic and that one might imagine to recover exact scaling laws only in some asymptotic limit, e.g. for very large scales in the \(k_\perp\) plane for inverse cascades or for very small scales for the 3D fluctuations (see [134] and Section 5.2.2). Isotropy is expected to be recovered only at scales smaller that the Zeman scale, \(\ell_2 \sim (\epsilon_{in}/\Omega^3)^1/2\) where the eddy turnover time equals the rotation rate [280,281]. Furthermore, it was also suggested in [277,282,283] that for strongly rotating and strongly helical flows, the small scales might be controlled by the forward cascade of helicity, forming a spectrum \(E(k) \propto h_{in}^{2/3}k^{-7/3}\) given by (117). Moreover, as we have seen in Section 4.1, there exist homochiral triadic interactions that have a pure 3D inverse energy transfer and therefore one could argue that the global
energy transfer in rotating turbulence is also affected by the combined effects of rotation and chirality. As a result, for the forward cascade in boxes of finite height and at fixed Rossby numbers there are different mechanisms that can determine the anisotropic scaling properties: the helicity transfer, the energy and the enstrophy transfers of the out-of-plane and in-plane components of the 2D3C field, weak wave turbulence or any combination of the above. Thus we cannot give a unique and general description for the functional form of the energy spectrum, except for the asymptotic regimes discussed above. This scenario is summarized in Fig. 40. The different possibilities will be addressed below.
4.3.3. Rotating turbulence at finite thickness, \( H \), and at changing \( Re \)

As discussed in the previous section in fast rotating flows infinitely thick layers tend to cascade energy forward, while thin layers tend to cascade energy inversely. Here we explain how to obtain a prediction about the transition line in the \((\Omega, H)\) phase space. The main criterion is based on whether the 2D modes are isolated from the 3D modes due to fast rotation. The overall qualitative picture that emerges is the following. If the slow modes at the forcing scale are isolated, they will start transferring energy to the larger scales. This process is strengthened as larger scales are reached because the eddy turnover time decreases compared to \( \Omega^{-1} \), and thus the inverse cascade is reinforced. On the other hand, if the slow modes close to the injection scale are interacting strongly with the 3D modes, then energy will cascade forward. More precisely, one might imagine that the 2D–3D coupling at the injection scale will be strong enough to stop the inverse cascade if the fast modes closest to the slow manifold (with \( k_\parallel \sim 2\pi/H \) and \( k_\perp \sim k_{in} \)) fall in the strong turbulence regime determined by (157). This is demonstrated in Fig. 41 for fixed \( \Omega \) and varying \( H \) (left panel) and for fixed \( \Omega \) and two different values of \( H \) (right panel). In the first case, for any finite \( H \) and by increasing \( \Omega \), the relation (157) predicts that the region where 2D3C and 3D modes can interact is pushed to larger and larger values of \( k_\perp \). This scenario leads to an inverse cascade due to the isolation of the 2D dynamics close to \( k_{in} \) (left panel of Fig. 41). Vice-versa, for any fixed \( \Omega \) and at increasing \( H \), one predicts that the inverse cascade breaks down when 3D modes with \( k \sim k_{in} \) in the strong wave-turbulence region exist (right panel of Fig. 41). In the latter case, there are 3D interactions, outside the resonant sub-set, which couple the two manifolds and destroy the inverse cascade. This argument leads to the estimate:

\[
H_c \propto \Omega \epsilon_{in}^{-1/3} k_{in}^{-5/3},
\]

(158)

which is obtained from (157) by replacing \( k_\parallel \sim H_c^{-1} \) and \( k_\perp = k_{in} \). The same scaling can also be obtained by defining \( H_c \) from the balancing of the eddy-turn-over frequency with the slowest wave frequency at the injection scale: \( \epsilon_{in}^{-1/3} k_{in}^{-2/3} = \Delta/(H, k_{in}) \). As a result, with respect to the thin layer case discussed in Section 4.2, rotation is expected to enhance the 2D inverse energy cascade, because pure resonant waves do not couple with the 2D3C manifold and tends to stabilize the 2D dynamics with respect to 3D perturbations.

In summary, in the \((\Omega, H)\) phase space, we expect that at fixed \( \Omega \) the two-dimensionality of the flow starts to lose validity when sufficiently tall boxes are considered such that there are always quasi-resonant modes arbitrarily close to the \( k_\parallel = 0 \) plane. These modes provide a link between the slow and the fast manifold that according to weak turbulence theory will result in the energy cascade to be strictly forward in the infinite \( H \) limit.

As rotation is increased it helps the two dimensionality of the flow and thus one expects that the critical height, \( H_c \), will increase with rotation according to (158). The increase of \( H_c \) with \( \Omega \) has been numerically demonstrated in [37]. However, computational limitations did not allow to investigate the asymptotic when \( H_c \) and \( \Omega \) tend to infinity. The right panel of Fig. 42 summarizes this behaviour. In the same figure we also show another potentially possible phase-diagram, where we imagine that a critical \( \Omega_c \) exists beyond which there will always be a split cascade regime, with a fully developed inverse range. The latter scenario would be inconsistent with the wave-turbulence prediction but it cannot be excluded if there are 3D modes able to transfer part of the energy backwards as we have discussed in Section 4.1 by analysing homochiral and heterochiral triads.

As for the case of the layer of finite height it is interesting to know how the spectrum at the large scales changes from the thermal distribution \( E(k) \propto k^2 \) to a spectrum with a negative exponent in the presence of the inverse energy transfer. We note that like in thin layers as the inverse cascade develops to larger horizontal scales, the condition for two-dimensionality becomes stronger both because \( r_1 \) becomes larger than \( H \) but also because the large-scale eddy-turn-over-time becomes smaller than the rotation rate. Thus, the inverse cascade is expected to reach asymptotically a pure 2D state and the spectrum

---

Fig. 41. A demonstration of how the critical value of rotation and layer thickness are determined. The left figure shows the discrete wave numbers in a layer of fixed height \( H \) (see also Fig. 26 in Section 4.2). The 3D modes \((k_\parallel \neq 0)\) that interact with the 2D modes in the plane at \( k_\parallel = 0 \) are the ones below the critical balance lines (displayed by brown lines for different values of \( \Omega \)). For weak \( \Omega \) there are enough 3D modes below the critical line, and close to the forcing wavenumbers \( k_{in} \), that interact with the 2D slow modes and prevent an inverse cascade in the plane, due to the existence of non-linear 3D instabilities. If \( \Omega \) is large enough, so that all 3D wavenumbers close to \( k_{in} \) are above the critical balance line, then 2D modes act independently and cascade energy inversely to small \( k_\perp \). Alternatively, the right panel shows the Fourier grid for two different layer thicknesses \( H_1 \) and \( H_2 \) with \( H_1 < H_2 \). The modes which are closer to the forced mode \( k_{in} \) are marked with larger symbols. Modes which cannot interact with the forcing modes due to the fast rotation are crossed out by the red \( x \). For \( H_1 \) the 3D modes close to the forcing are above the critical balance line and do not interact with the 2D modes that cascade energy inversely, while for \( H_2 \) the 3D modes are below the critical balance line and can interact with the 2D modes and prevent the inverse cascade.
should become $E(k_\perp, 0) \propto k_\perp^{-5/3}$ for $k_\perp \to 0$. The transition from $k^2$ to $k^{-5/3}$ should then follow the path described in Fig. 30.

Finally we note that when the forcing is purely 2D there is another critical rotation rate at which the flow becomes exactly 2D. Above this critical rotation rate all 3D fluctuations decay in time. The existence of this $Re$-dependent critical point was proven in [279]. The flow behaviour close to this second critical point has not yet been investigated however.

### 4.3.4. Dependency on the forcing

Another important issue that can modify the phenomenology is connected to the properties of the forcing. Due to the tendency of decoupling the 2D3C modes from the 3D wave-turbulence modes it is clear that the relative intensities of $\epsilon_\alpha$ and $\epsilon_\nu$ can depend on whether the forcing is acting only on the 3D, only on the 2D3C or on both components [62]. Moreover, the number, and efficiency, of resonant and quasi-resonant triads depend on their helical properties, suggesting the possibility that strong helicity injection can alter the dynamics of the forward and inverse cascades [277,282]. For example, recent results [62] have shown that a spectrum with a $-3$ slope steeper than the $-5/3$ prediction appears in the inverse cascade range when the system is forced also in the fast manifold. This steeper power-law is attributed to a direct transfer of energy from the fast $k_\parallel \not= 0$ to the slow manifold, due to residual non-resonant interactions, leading to a condensation at $k_\parallel = 0$ after which the 2D inverse cascade starts. It is not known how much this scenario is stable at changing the control parameters in the flow. The two processes that lead to the two spectra when the forcing is in the fast manifold are sketched in Fig. 43.

The above argument would indicate that the 3D modes still play an important role and cannot be neglected in the inverse cascade as also suggested by analysing the role of chirality in the triadic interactions. Indeed, as discussed in Section 4.1, another exact way to decompose the total energy flux is based on the separation among homochiral and heterochiral components. In the latter case, in contrast to the in-plane and out-of-plane decomposition (153)–(155), the distinction is made in terms of fields that evolve in a fully isotropic way and fully 3D but still with a tendency to move energy either forward (heterochiral triads) or backward (homochiral triads). It is natural then to ask whether in turbulence under rotation, and in the presence of a split cascade, there is a tendency to enhance the homochiral channel in the range of scales where energy cascades backward [269]. In Fig. 44 we show that this is indeed the case by using two direct numerical simulations of rotating turbulence at high resolution and at changing the forcing scale, $k_\text{f}$, either close to the IR or to the UV limit in the energy spectrum. By decomposing the total inverse flux in homochiral and heterochiral components as described in (123), it is demonstrated that for a large range of scales $k < k_\text{f}$, the main backward flux is brought by the homochiral interactions and that only in the limit of $k \to 0$, where the flow becomes fully 2D, the homochiral and heterochiral components have equal weight, as it must be in a 2D flow (see bottom left panel). In the same figure we also show the decomposition in
homochiral and heterochiral components for a simulation forced in the IR, where most of the scales evolve in the direct energy cascade regime (bottom right panel). In the latter case, the bi-directional character of the direct energy cascade is clearly visible, where inverse homochiral and direct heterochiral transfers coexist in the same scaling range, $k > k_{in}$, following the Definition 6 of Section 3.6. In the same figure (top row) we also show the alternative decomposition of the total flux in slow and fast components (155) from where it is evident that the 2D plane is not isolated and receives energy from the 3D modes. The above results show that if we are not in the limiting case where either $\Omega \to \infty$ or $H \to \infty$ the inverse energy transfer in rotating turbulence is more complicated than the simple uncoupled 2D3C–3D pictures would suggest, with both purely 2D (in-plane) and purely 3D (homo-heterochiral) channels that might compete or cooperate to send energy to large scales. Moreover, we finally remark that even in the presence of a simple 2D3C flow, if the injection mechanism is fully helical, the third out-of-plane component becomes coupled to the in-plane 2D velocity field and does not behave any more as a passive scalar [284] (see also the discussion at the end of Section 4.7.3).

4.3.5. Finite horizontal size

As in thin layers, it is important to discuss also the case when the horizontal size, $L$ of the domain is finite and no drag force is present so that a condensate forms (in the split cascade regime). The difference with layers of finite height is that there is an additional path to saturate the inverse cascade. In square boxes the condensate takes the form of a vortex dipole. As the condensate increases in amplitude and is constrained not to exceed the size of the box, its eddy-turn-over-time also increases. Thus, at sufficiently large amplitudes, the rotation rate of the counter-rotating vortex will locally cancel the effects of $\Omega$, the flow will no longer be restricted to 2D dynamics and it will be able to develop a forward energy cascade. This occurs when the amplitude of the condensate velocity $U$ is such that $U = \Omega L$. The system thus reaches a zero flux state that has a finite inverse flux in the slow manifold dynamics and a forward flux in the 3D fast manifold dynamics as described by Definitions 7 and 15 in Section 3.6. This flux loop mechanism was first proposed in [267] and later demonstrated in [63,187]. It is worth noticing that although there is zero flux at the large scales the system is far from being in thermal equilibrium. Similar flux loop dynamics have been observed in 2D stratified turbulence [125], in compressible 2D turbulence [285] and in numerical simulations with the NSE restricted to evolve on a subset of 2D3C modes [286]. It is also worth pointing out that the transition from a no-condensate state to a condensate state as the rotation is increased was found to be discontinuous when the forcing was acting on the fast manifold [63] (with $U$ displaying a hysteresis curve [186]) while it was found to be continuous when the forcing was acting on the slow manifold [187].
4.3.6. Summary

In this section we have summarized the phenomenology of turbulence under rotation, by analysing the energy transfer properties at changing the Rossby number, the Reynolds number and the height of the domain, $H$. We have discussed the tendency of the system to decouple the 2D3C plane from the resonant 3D wave dynamics in the limit $\Omega \to \infty$ at fixed $H$, leading to a transition from a forward energy cascade to a split energy cascade as of our Definition 4 in Section 3.6. Concerning the order of the transition, it is an open problem to understand which of the routes depicted in Fig. 13 is realized. For finite vertical domains, the formation of a condensate with a rich and still not fully understood dynamical behaviour has been discussed. We have also analysed the role of quasi-resonant waves in breaking the exact decoupling and the existence of a region in the $(k_\perp, k_\parallel)$ plane where wave-theory cannot be applied and we must expect a fully 3D turbulent energy transfer if the Reynolds number is large enough for any finite Rossby number and $H$. Such intermediate asymptotics necessarily introduces interactions between the 2D and 3D dynamics, leading to a series of open questions. First, it is not known if the wave-turbulence prediction of the inverse cascade absence for $H \to \infty$, and for any fixed rotation, is correct or not. Second, it is not known whether purely 3D homochiral interactions are efficient enough to maintain some inverse cascade independently of the role of the 2D3C triads. Third, the dependency on the forcing mechanism has not been clarified yet, and the different asymptotic in the presence of only 3D, only 2D3C forcing and of helical forcing are not fully under control yet.

4.4. Stratification

For non uniform density fluids in the presence of gravity additional forces need to be added in the NSE to account for the feedback of the advected density field on the velocity. For stable stratification where the mean density decreases with height, gravitational forces tend to suppress vertical motions and form layers of almost constant density as the one shown in Fig. 45. For unstable stratifications, gravity acts as an energy source transforming the stored potential energy into kinetic energy. Both cases have attracted the interest of turbulence research due to the applicability of stratified turbulence (both stable and unstable) to atmospheric dynamics, planetary and stellar interiors [4]. Recently a large number of new results have been revealed due to extensive numerical simulations [41,43,44,46,287–292] and experiments [293–298]. Here we review some of these results and describe their implications for the turbulent cascades. More extensive reviews of stratified flows can be found in [299–306].

4.4.1. Stable stratification

Concerning turbulent flows in the presence of stable stratification we consider the case of a layer with horizontal size $L$, height $H$ and gravity $g$ in the $z$-direction. Indicating with $\sigma$ the mean stratification, the density is given by $\rho = \rho_0 + \sigma z + \delta \rho(x, t)$. The flow is forced by a mechanical forcing function $f$. We also assume a general heat source $S$ that
locally modifies the density. To simplify our discussion we limit ourselves to the Boussinesq equations obtained in the limit $|\rho - \rho_0| \ll \rho_0$:

$$
\begin{align*}
\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} &= - Ne \phi - \nabla P + \nu \Delta \mathbf{u} - \alpha \mathbf{u} + \mathbf{f}, \\
\partial_t \phi + \mathbf{u} \cdot \nabla \phi &= + Ne \mathbf{u} \cdot \mathbf{u} + \kappa \Delta \phi + S.
\end{align*}
$$

(159) (160)

Here $\kappa$ is the diffusivity, $N$ is the Brunt–Väisälä frequency given by $N = \sqrt{g \sigma / \rho_0}$ and $\phi(x, t) = N \delta \rho(x, t)$. Two new non-dimensional control parameters must be considered. First, the Froude number that measures the strength of the stratification with respect to inertia:

$$
Fr = \frac{u_f}{N \ell_{in}}.
$$

(161)

Second, the relative strength of advection and diffusive terms is measured by the Péclet number:

$$
Pe = \frac{u_f \ell_{in}}{\kappa},
$$

(162)

where, as usual, we have indicated the rms velocity at the injection scale with $u_f = (\epsilon_{in} \ell_{in})^{1/3}$. A sketch of the setup considered is shown in Fig. 46. The total energy, $\mathcal{E}(t)$ can be split into the kinetic energy, $\mathcal{E}_K(t) = \frac{1}{2} \langle u^2 \rangle$ and the potential energy, $\mathcal{E}_P(t) = \frac{1}{2} \langle \phi^2 \rangle$. In the absence of forcing and dissipation only $\mathcal{E}$ is conserved while kinetic and potential energy can be exchanged through the gravitational force. The energy balance equations thus read

$$
\begin{align*}
\frac{d}{dt} \mathcal{E}_K(t) &= \epsilon_{in}(t) - \epsilon_u(t) - \epsilon_\alpha(t) - \epsilon_T(t) \\
\frac{d}{dt} \mathcal{E}_P(t) &= \epsilon_F(t) + \epsilon_T(t) - \epsilon_\kappa(t)
\end{align*}
$$

(163) (164)

where $\epsilon_u = \langle \phi \rangle$ is the potential energy injection rate, $\epsilon_\kappa = \kappa \langle |\nabla \phi|^2 \rangle$ is the dissipation rate due to diffusion and $\epsilon_\alpha = N \langle u \phi \rangle$ is the conversion rate of kinetic energy to potential energy. The latter can be either positive or negative, its time averaged value however has to be positive if $S = 0$ and $f \neq 0$, while it is negative if $S \neq 0$ and $f = 0$. Helicity is not conserved in this system. It can be generated or removed by gravity and the helicity balance reads

$$
\partial_t \mathcal{H}(t) = - h_u(t) - h_\phi(t) + h_{w_2}(t) + h_{w_2}(t)
$$

(165)

where $h_{w_2}(t) = N \langle w_2 \phi \rangle$ is the helicity injection rate by the gravitational forces that can be of either signs. Potential vorticity is an additional inviscid invariant conserved along each particle trajectory:

$$
\mathcal{V}_p = - N w_2 + \mathbf{w} \cdot \nabla \phi
$$

(166)

Its evolution in the unforced inviscid and non-diffusive limit satisfies

$$
\partial_t \mathcal{V}_p + \mathbf{u} \cdot \nabla \mathcal{V}_p = 0
$$

(167)

thus any moment $m$ of the potential vorticity $\langle \mathcal{V}_p^m \rangle$ is conserved by the flow. The first nontrivial moment is the second (the first being identically zero) and reads

$$
\mathcal{V}_2 = \langle \mathcal{V}_p^2 \rangle = N^2 \langle w_2^2 \rangle - 2N \langle w_2 \mathbf{w} \cdot \nabla \phi \rangle + \langle (\mathbf{w} \cdot \nabla \phi)^2 \rangle.
$$

(168)
which has terms of third and quartic order too. This implies that \(v_2\) is not equal to the sum of the squared potential vorticity of each Fourier mode as it involves terms that couple different wavenumbers. This limits the interpretation of the transfer of this quantity in terms of a cascade in Fourier space [39]. When \(N\) is large, the first term dominates and the squared potential vorticity can be approximated as \(v_2 \approx N^2 (w^2)\) which is quadratic and equal to the vertical enstrophy. We further discuss the implications of this invariant in the next section. In Fourier space we can write the evolution of the kinetic energy, \(E_X = \frac{1}{2} \| (\mathbf{u} - \mathbf{w}) \|^2\), and potential energy, \(E_P = \frac{1}{2} \| \mathbf{w} \|^2\), in a sphere of radius \(k\) as

\[
\partial_t E_X = - \pi(k) + \pi(k) - \alpha (\| \mathbf{u} \|^2 - \nu (\| \mathbf{w} \|^2 + (\mathbf{u} \cdot \mathbf{f})),
\]

\[
\partial_t E_P = - \pi(k) + \pi(k) - \kappa (\| \nabla \mathbf{w} \|^2 + (\phi \mathbf{S})),
\]

where \(\pi(k) = \langle (\mathbf{u} - \mathbf{w}) \cdot (\mathbf{w} \cdot \mathbf{u}) \rangle\) is the inertial hydrodynamic (un-stratified) energy flux, \(\pi(k) = \langle \mathbf{w} \cdot \phi \rangle\) is the potential energy flux while \(\pi(k) = N\|u^\perp \|^2\) is the rate kinetic energy transferred to potential energy within the examined sphere in Fourier space. It is important to stress that the gravitational force is linear and homogeneous, it can result in an energy exchange among kinetic and potential terms but does not produce any transfer across scales. It presence however modifies the properties of the flow so that the flux through the non-linear terms can be altered. This leads to an anisotropic version of the von Kármán–Howarth–Monin relation [308] that reads

\[
\nabla_T \cdot ([\mathbf{u} \cdot \mathbf{u}] + \mathbf{g}^2 \mathbf{g}) = -4\epsilon_{in} - \epsilon_{in}^2.
\]

(169)

It is worth examining the limits of weak and strong stratification to elucidate the processes involved.

**Weak stratification.** For very weak stratification, \(Fr \gg 1\), the gravitational force does not modify the flow and the density fluctuations \(\phi\) are advected as a passive scalar. The energy transfer is thus dominated by the hydrodynamic part of the flux \(\Pi_k\) and the kinetic energy cascade either forward or inversely depending on the dimensionality of the system. The potential energy cascade forward as for any passive scalar advected by an incompressible flows, \(\Pi_P = \epsilon_s\), with a sub-dominant energy exchange with the kinetic component, \(\Pi_K \gg \Pi_{kp}\) (see Section 4.7 for the scaling of a passive scalar advected by a turbulent flow). The flow statistics is close to HIT and (169) leads in 3D to the relations \(\delta_t u \propto \epsilon_s^{1/3} t^{1/3}\) and \(\delta_t \phi \propto \epsilon_s^{1/6} t^{1/2} \epsilon_s^{-1/3}\) that for the kinetic and potential energy spectra read:

\[
E_X(k) \propto \epsilon_s^{2/3} N^{-5/3}, \quad E_P(k) \propto \epsilon_s^{-1/3} N^{-5/3}.
\]

(170)

**Strong stratification and strong turbulence.** For strong stratification another balance has been suggested, assuming that the total energy cascade is driven by the potential energy flux \(\Pi_P\) and the kinetic energy cascade is balanced by the potential energy transfer, \(\Pi_K \sim \Pi_{kp}\) leading to \(\delta_t u \propto \epsilon_s^{1/5} N^{2/5} t^{3/5}\) and \(\delta_t \phi \propto \epsilon_s^{2/5} N^{-15/5} t^{1/5}\) that is referred as the Bolgiano–Obukhov scaling [309,310], with the corresponding spectra:

\[
E_X(k) \propto \epsilon_s^{2/5} N^{-4/5} k^{-11/5}, \quad E_P(k) \propto \epsilon_s^{4/5} N^{-2/5} k^{-7/5}.
\]

(171)

The two predictions meet at the scale that is given by \(k_\beta = \epsilon_s^{5/4} \epsilon_s^{-3/4} N^{-3/2}\). The Bolgiano–Obukhov scaling is expected to dominate at scales \(\ell \gg k_\beta\) while at smaller scales the Kolmogorov spectrum should be recovered. Evidence for this scaling has been recently observed in numerical simulations [45,311].

**Strong stratification and wave turbulence.** The above arguments are based on the dominance of potential over kinetic energy flux or vice versa and did not take into account neither anisotropy nor the presence of waves. Stratified flows, however, sustain internal gravity waves that have the following dispersion relation:

\[
\omega^2 = \left( k_z^2 / k^2 \right) N^2
\]

(172)

where \(k_z^2 = k_z^2 + k_\perp^2\). The frequency \(\omega\) becomes zero for modes with zero vertical velocity \(\bar{u}_z(k) = 0\), that define the slow manifold for stratified turbulence [104,267]. A particular role is played by the subset with \(k_\perp = 0\), that due to incompressibility satisfy \(\bar{u}_z(k) = 0\). For \(Fr \ll 1\) the internal gravity waves are expected to play a dominant role. Wave turbulence theory leads to the estimate:

\[
E(k) \sim \epsilon_s^{1/2} N^{1/2} k^{-2}
\]

if isotropy is assumed [312], see also (255). If we take into account anisotropy, the spectrum becomes:

\[
E(k_\perp, k_z) \sim \epsilon_s^{1/2} N^{1/2} k_\perp^{-1/2} k_z^{-5/2}
\]

(173)

as one can verify using (257) where \(k_\perp \gg k_z\) has also been assumed. More detailed analyses have lead to different predictions for the gravity wave turbulence spectra [313–315]. The wave regime ends at scales small enough such that turbulent eddies can efficiently overturn and 3D isotropic turbulence sets in. The scale where this transition takes place is known as the Ozmidov scale, \(\ell_o\), determined by the balance between the inverse of the eddy turnover time \(\delta_t u / r \sim \epsilon_s^{1/3} t^{-2/3}\) and the wave frequency \(f_{o} = N / \ell_o \propto \epsilon_s^{1/2} N^{-1/2} \epsilon_s^{-1/2} [316].\) We note that the ratio between the Ozmidov and Bolgiano scales is given by \(\ell_o / \ell_B \propto \epsilon_s / \epsilon_s^{1/3}\). For weakly stratified systems, \(\epsilon_s \ll \epsilon_s\), and the two scales can be considerably apart. Taking into
account the anisotropy of the dispersion relation we arrive at an anisotropic relation for the Ozmidov scale, or at a critical balance relation that reads $k_{in} \propto \epsilon_{in} k_{in}^2 / N^3$ [317]. This last scale marks where wave turbulence theory ceases to be valid. Let us remark that wave turbulence (173) and the Bolgiano scaling (171) describe different mechanisms for the anisotropic energy transfer in the strong stratification limit and it might well be that there exists a wide range of scales where both transfers coexist. Even the definition of $\ell_o$ would change if the scaling (171) is used to estimate the eddy-turn-over-time. The different theories are not necessarily compatible with each other and they may be realized in different limits or with different forcing mechanisms [318].

From the empirical side we know that in the presence of stratification, vertical motions are suppressed leading to a strongly anisotropic flow forming shear layers with large velocity gradients in the vertical direction and sharp jumps of density variations across them as shown by Fig. 46. Although there is early evidence of a weak inverse energy transfer in stratified turbulence [288], most numerical simulations have found a direct cascade of energy [319]. More recent calculations have clearly demonstrated that stratification aids the forward cascade due to the formation of layers [44,46]. The flow within these layers acts as a quasi 2D flow but interacts with other layers and transfers energy to small scales by the formation of sharp gradients along the z direction. Furthermore, numerical simulations indicate the presence of energy spectra with a very steep power-law behaviour along the direction of gravity and a Kolmogorov like behaviour in the horizontal direction, i.e. with a scaling that does not coincide with any of the previous arguments [289,319–321]. Based on these results and using similarity arguments the following energy spectra were proposed in [319]

$$\int E_{in}(k_{||}, k_{\perp})dk_{\perp} \propto N^2 k_{||}^{-3} \quad \text{and} \quad \int E_{in}(k_{||}, k_{\perp})dk_{||} \propto \epsilon_{in}^{2/3} k_{\perp}^{-5/3}. \quad (174)$$

4.4.2. Stratified flows at finite thickness, $H$

It is worth looking at what happens for stratified flows in a thin box, where the vertical height $H$ is much smaller than the horizontal domain, forcing the flow to have a quasi 2D behaviour. As discussed earlier, stratification aids the forward cascade by opening a new channel for the energy transfer, converting kinetic energy to potential energy, which always cascades forward. Then, one might ask in the limit of a thin box and strongly stratified flow which process dominates and whether the system displays an inverse cascade. This question was addressed in [44]. It was shown that for weak stratification the transition to an inverse cascade remained unaltered and the critical height $H_c$ where a transition from a forward to a split energy cascade happens is close to the injection scale. However as stratification increases it suppresses the inverse cascade decreasing the critical height $H_c$. The critical height dependence on the stratification is then given by:

$$H_c \propto \ell_{in} \quad \text{for} \quad Fr \gtrsim 1 \quad \text{and} \quad H_c \propto \epsilon_{in}^{1/3} \ell_{in}^{1/3} / N \quad \text{for} \quad Fr \ll 1, \quad (175)$$

where, for $H \ll \ell_{in}$ and $Fr \ll 1$ the transition (175) is obtained by equating the gravity wave frequency $H/\ell_{in}N$ with the local eddy-turn-over-time $\epsilon_{in}^{1/3} \ell_{in}^{-2/3}$. This is a sort of anisotropic expression of the Ozmidov scale in the limit of very thin layers where $k \sim k_o$. This transition can be understood by noting that stratified turbulence leads to the formation of layers of width $\ell_o \simeq \epsilon_{in}^{1/3} \ell_{in}^{1/3} / N$ [297,319]. The transition occurs when the domain is thick enough to allow the formation of these layers. The resulting phase diagram for stratified flows in a layer of finite thickness is shown in Fig. 47.

4.4.3. 2D vertically stratified flows

An interesting different transition happens in 2D stratified flows (e.g. a soap flow in the $(x,z)$-plane). For weak stratification and for flows forced at small scales, the gravitational force can be initially neglected and a regular 2D inverse cascade develops. However as structures of larger and larger scales are formed, the eddies reach a size comparable with the Ozmidov scale $\ell_o$ where it becomes comparable to the wave frequency. At this scale gravity effects are important and can move energy back to the small scales through the potential energy flux $H\Pi_p$. The system
reaches a steady state with zero total inverse flux which is the result of a perfect balance between a finite negative kinetic energy flux and a finite positive potential energy flux. This mechanism was demonstrated in [125]. Fig. 48 summarizes the two scenarios for the spectral properties in 3D and 2D.

4.4.4. Unstable stratification

Unstable stratification refers to the case that the background density gradient is inverted so that denser fluid lies on top. This is a very common situation that is met in Rayleigh–Bénard convection and for the Rayleigh–Taylor instability. Turbulent convection drives most atmospheric and planetary flows, and has been the subject of numerous investigations that we cannot possibly cover in this review. We limit ourselves to issues related to cascades in a periodic box with a mean background stratification, see Section 5.4 for a short discussion about the case with solid boundaries. We refer the reader to the recent works [303–306,322] for extensive reviews of convection and unstably stratified flows. In unstably stratified flows the inversion of the density gradient results in a change of sign in the buoyancy term (160):

\[ \partial_t u + u \cdot \nabla u = - \nabla \phi - \nabla P + \nu \Delta u - \alpha u \]  
\[ \partial_t \phi + u \cdot \nabla \phi = N e_z \cdot u + \kappa \Delta \phi \]  

where we have also set \( f = 0 \) and \( S = 0 \) because energy is now injected in the system by the buoyancy term. The potential and kinetic energy balance now reads,

\[ \frac{d}{dt} E_K(t) = \epsilon_r(t) - \epsilon_v(t) - \epsilon_a(t) \]  
\[ \frac{d}{dt} E_P(t) = \epsilon_r(t) - \epsilon_i(t). \]  

The total energy balance thus becomes

\[ \frac{d}{dt} E(t) = 2\epsilon_r(t) - \epsilon_v(t) - \epsilon_a(t) - \epsilon_i(t). \]  

The term \( 2\epsilon_r = N \langle u_z \phi \rangle \) is now the only source of energy in the system and acts at all scales. We note that in the presence of periodic boundary conditions in the vertical direction, unphysical exponentially growing configurations with \( u_z = u_y = 0 \) and \( u_x = \phi = e^{rt} \sin(k_x x + \theta_x) \sin(k_y y + \theta_y) \) exist that are exact solutions of (177) [323]. These solutions tend to be unstable and a steady state is nonetheless reached.

As for the stably stratified case both Bolgiano–Obukhov (171) and Kolmogorov scaling are possible (170). Most numerical investigations of 3D convection point to the Kolmogorov prediction [311,324,325] (see [303] for a discussion). In contrast, in 2D where kinetic energy cascades inversely and potential energy forward, the Bolgiano–Obukhov scaling is observed [326, 327]. A transition between the two scaling has been observed in unstably stratified thin layers [328].

4.4.5. Summary

In this section we have summarized the phenomenology of stratified turbulence for stable and unstable stratifications. We have discussed the cascade in the two kinetic and potential energy channels. Different predictions exist for the energy spectra depending if weak or strong stratification is considered in the stable regime. In particular, for strong turbulence in the strongly stratified regime, the Bolgiano scaling (171) is predicted, while in the weak wave turbulence regime, different predictions can be made depending whether isotropic or anisotropic spectra are assumed. Empirical data show mixed results and it is still not clear whether this is due to numerical and experimental limitations, to deficiencies in the above theories, to the difficulties to achieve asymptotic values of small Froude and large Reynolds numbers or to a combination of all the
4.5. Rotating and stratified flows

Rotating and stratified flows represent the simplest model that describe to some accuracy the motion of planetary atmospheres and have attracted the attention of many different disciplines (see Fig. 49) [329–331]. Having two mechanisms that break isotropy (gravity and rotation) and two independent dynamical control parameters ($R_o$, $F_r$) there are numerous different set-ups. A recent review on rotating and stratified flows can be found in [332]. Here we limit the discussion to the direction of the cascades for the case where gravity and rotation are aligned as shown in Fig. 50.

To its simplest form the governing equations can be written as

$$\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + 2 \Omega \times \mathbf{u} = -\mathbf{N} \mathbf{e}_z \phi - \nabla P + \nu \Delta \mathbf{u} - \alpha \mathbf{u} + \mathbf{f},$$  \hspace{1cm} (181)

$$\partial_t \phi + \mathbf{u} \cdot \nabla \phi = +\mathbf{N} \mathbf{e}_z \cdot \mathbf{u} + \kappa \Delta \phi + S.$$  \hspace{1cm} (182)

Because rotation does not do any work on the system, the global energy balance is the same of that discussed for the zero-rotation case in a stratified system (164).

The potential vorticity is also conserved, but it now depends explicitly on $\Omega$:

$$V_p = 2 \Omega \partial_z \phi - N w_z + \mathbf{w} \cdot \nabla \phi.$$  \hspace{1cm} (183)

Again all moments of the potential vorticity are conserved, and as for the non rotating case, the lowest non-trivial order is the second one:

$$\nu_2 = \langle V_p^2 \rangle \approx \langle (2 \Omega \partial_z \phi - N w_z)^2 \rangle - 2 \langle (2 \Omega \partial_z \phi - N w_z)(\mathbf{w} \cdot \nabla \phi) \rangle + \langle (\mathbf{w} \cdot \nabla \phi)^2 \rangle$$  \hspace{1cm} (184)
The combination of rotation and stratification leads to inertia-gravity waves with the following dispersion relation:

$$\omega^2 = \left(4 \Omega^2 k_\parallel^2 + N^2 k_\perp^2 \right)/k^2.$$  \hfill (185)

One recovers the dispersion relation of inertial waves (150) for $N = 0$ and that of gravity waves (172) for $\Omega = 0$ with the corresponding slow manifolds. For non-zero values of $N$ and $\Omega$ the two inertial and gravity modes are mixed and the slow manifolds are not isolated in Fourier space. An important subset of the slow modes is given by the pure 2D modes: $k_\parallel = 0$ and $\tilde{u}_z = 0$. A detailed description of the linear modes for this system can be found in [104,267,333,334]. There are numerous investigations of rotating and stratified turbulent flows for which a split cascade is observed [38,42,45,47,335–337]. For unstable stratification in the presence of rotation an inverse cascade of energy has been reported leading to the formation of large-scale condensates [338–342].

It is fair to say that due to the large number of parameters it is difficult to obtain a precise prediction for the transfer properties in the whole phase space. In the limits $N = 0$ or $\Omega = 0$ one expects to recover the results from un-stratified or non rotating cases but it is unclear what happens for intermediate values. It is possible that for given $\Omega$ and $N$ there is a critical height $H_c$ below which a split cascade exists. Such a possible phase-diagram for rotating and stratified flows is shown in Fig. 51 where the limits $N = 0$ and $\Omega = 0$ recover the predictions of pure rotation and pure stratification discussed in the previous sections (see Figs. 42,47).

We must note that the existence of $H_c$ on the planes where $\Omega = 0$ or $N = 0$ does not necessarily implies criticality also for the cases $N \neq 0$, $\Omega \neq 0$. In fact, it has been suggested that the fraction of energy that cascades to the large scales follows a power-law behaviour in terms of $Ro \cdot Fr$ as

$$\frac{\epsilon_\alpha}{\epsilon_\nu} \propto (RoFr)^{-1},$$  \hfill (186)

with the power-law becoming steeper for larger values of the ratio $N/\Omega$. This has been demonstrated based on the results of numerical simulations and by plotting the ratio of the rate that energy that cascades to the small scales to the rate that energy cascades to the large scales

$$R_\Pi = \frac{\epsilon_\alpha}{\epsilon_\nu}$$

[47], see Fig. 52. A power-law dependence implies that the transition is smooth and thus different from the critical scenario of Fig. 51. In Fig. 53 we also plot

$$Q_\alpha = \frac{\epsilon_\alpha}{\epsilon_\nu} = \frac{R_\Pi}{1 + R_\Pi} \quad \text{and} \quad Q_\nu = \frac{\epsilon_\nu}{\epsilon_\nu} = \frac{1}{1 + R_\Pi}$$

(see Definition 3 in Section 3.6.1). The data here have been extracted directly from Fig. 52. The left panel of Fig. 53 indicates that $Q_\alpha$ follows the scaling $Q_\alpha \propto (RoFr)$. Therefore the amplitude of the forward cascade decreases as a power-law of the product $RoFr$. For $Q_\nu$ the data follow a steep decrease with $RoFr$. This can be a power-law $Q_\nu \propto (RoFr)^{-2}$ but we cannot also exclude the possibility that this steepening is due to a critical transition with $Q_\nu \to 0$ at $RoFr \simeq 0.08$.

Rotating and stratified turbulence has a large number of control parameters and it is thus not easy to draw precise conclusions from the limited amount of data presently available. It is thus possible that the phase diagram for this flow configuration is much more complex than previously believed. A first systematic analysis of many different realizations at varying all parameters in simulations and experiments has been attempted only recently [343,344]. Further numerical, experimental and theoretical studies are needed to address this issue.
Fig. 52. The ratio $R_\Pi = \epsilon_\alpha / \epsilon_\nu$ as a function of $RoFr$ for different values of $N/f$ (where $f = 2\Omega$ in our notation) measured from high-resolution DNS together with data from observation in the ocean. The inset gives the slope of the variation of $R_\Pi$ with $FrRo$ for various $N/f$.

Source: The figure is taken from [47] and used after permission.

Fig. 53. The plot shows $Q_\alpha$ and $Q_\nu$ as a function of $RoFr$ based on the data extracted from Fig. 52 of [47]. As suggested in [47] $Q_\nu$ follows the scaling $Q_\nu \propto RoFr$, while $Q_\alpha$ displays a sharp decrease that could be a steep power law $Q_\alpha \propto (RoFr)^{-2}$ or the indication of a critical 2nd order transition at $FrRo \approx 0.08$.

4.5.1. Summary

We have briefly summarized recent results in rotating and stratified turbulence whose complexity is higher than what encountered for only stratified or only rotating flows. Flows in the presence of rotation and stratification can also display split cascades. However the precise location, properties or even existence of the critical surface is not clear yet. It is thus an open problem to determine how the turbulent cascades behave in the various different limits that can be considered.

4.6. MHD (3D and 2D)

In this section we discuss the properties of turbulence in conducting fluids coupled to magnetic fields known as Magnetohydrodynamic (MHD) turbulence. It is met in a variety of systems such as in the stellar interiors [345], the solar wind [346,347], accretion disks [348] and the galaxies [349,350] but also in industrial applications [92,351]. Even in its simplest form, MHD turbulence possesses a vast richness of phenomena and different regimes that is not possible to fully cover in this review. The interested reader can refer to many reviews and books on this subject [352–355] and most recently [356]. Here, we focus on the properties of the cascades of the different invariants in the following five different limiting flow configurations: isotropic and anisotropic 3D-MHD turbulence, 2D MHD, quasi-static MHD and helical MHD. It is shown that in MHD turbulence a change of cascade direction can be observed and, most importantly, it can be realized in the laboratory too. Fig. 54 shows the visualization of three different flow realization with increasing uniform magnetic field (from left to right) that demonstrates the quasi-two-dimensionalization as the magnetic field increases.

4.6.1. Formulation and invariants for 3D MHD

The simplest model for flows of a conducting fluid is given by the incompressible MHD equations:

$$\frac{\partial t}{\partial t} u + u \cdot \nabla u = B \cdot \nabla B - \nabla P + \nu \Delta u - \alpha u + f_u$$

$$\frac{\partial t}{\partial t} B + u \cdot \nabla B = B \cdot \nabla u + \eta \Delta B - \alpha B + f_b$$

(188)

(189)

where $B$ is the magnetic field, the two fields are divergence-free $\nabla \cdot u = \nabla \cdot B = 0$, the coefficients $\nu$ and $\eta$ are the viscosity and Ohmic diffusivity respectively and to maintain a high level of generality we have included a large scale damping
term for both fields. Here we have allowed the possibility that energy is injected in the system by both mechanical, \( f_u \), and electromotive, \( f_b \), forces. For simplicity the domain is assumed again to be a periodic box. It will be convenient to split the magnetic field \( \mathbf{B} \) as \( \mathbf{B} = \mathbf{B}_0 + \mathbf{b} \) where \( \mathbf{B}_0 = \langle \mathbf{B} \rangle \) is the uniform component of \( \mathbf{B} \) and \( \mathbf{b} \) is a spatially varying component. Unless forced, the uniform component \( \mathbf{B}_0 \) is constant in time. If \( \mathbf{B}_0 = 0 \) and \( \mathbf{f}_b = 0 \) then \( \mathbf{b} = 0 \) is always a solution, however this solution is in general unstable. A weak initial magnetic field \( \mathbf{b} \) can be amplified and sustained by a dynamo process [357].

The new control parameter for this system other than the kinetic Reynolds number is the magnetic Reynolds number \( Rm \)

\[
Rm = \frac{u_f \ell_{in}}{\eta}
\]

(190)

where as usual \( u_f \) stands for the rms velocity at the injection scale or \( u_f = (\epsilon_{in} \ell_{in})^{1/3} \) if the non-dimensionalization is based on the energy injection rate as defined in (2)–(3). The ratio of the two Reynolds numbers is referred to as the magnetic Prandtl number \( P_M = \nu/\eta \). In the presence of a non-zero mean magnetic field, \( \mathbf{B}_0 \), the Alfvén Mach number must be introduced to express the relative amplitude of the velocity fluctuations to the amplitude of the mean field \( \mathbf{B}_0 \):

\[
M = \frac{u_f}{B_0}.
\]

(191)

An alternative and useful way to write the MHD equations is using the Elsässer variables \( z^\pm = u \pm b \):

\[
\partial_t z^\pm \pm \mathbf{B}_0 \cdot \nabla z^\pm + z^\pm \cdot \nabla \mathbf{B}_0 = -\nabla P + \nu \Delta z^\pm - \alpha z^\pm + f^\pm
\]

(192)

where \( f^\pm = f_u \pm f_b \) and we have assumed \( \nu = \eta \) for simplicity. Written in this way, it can be seen that a uniform magnetic field \( \mathbf{B}_0 \) advects \( z^+ \) fluctuations along its direction while the \( z^- \) fluctuations are advected in the opposite direction. This transport of the \( z^\pm \) fluctuations corresponds to the so called Alfvén waves [358] that follow the dispersion relation:

\[
\omega_k = \mathbf{B}_0 \cdot \mathbf{k}.
\]

(193)

Furthermore, \( z^+ \) advects \( z^- \) and vice versa without having any self-interactions (\( z^+ \) with \( z^+ \) or \( z^- \) with \( z^- \)). As a direct consequence if one of the two Elsässer variables is zero the other variable advected by \( \mathbf{B}_0 \) is a solution of the inviscid MHD equations because the non-linearity is zero, no matter how complex the remaining field is.

There are three ideal quadratic invariants for the 3D MHD equations. The total energy

\[
\mathcal{E} = \frac{1}{2} (|\mathbf{u}|^2 + |\mathbf{b}|^2),
\]

(194)

the cross helicity

\[
\mathcal{H}_c = (\mathbf{u} \cdot \mathbf{b}),
\]

(195)
where now $\epsilon_\alpha(t) = \langle u \cdot f_u \rangle + (b \cdot f_b)$, $\epsilon_\eta(t) = \eta(\langle |\nabla b|^2 \rangle)$ and $\epsilon_\mu(t) = 2\alpha \epsilon$. In terms of Elsässer energies the balance reads

$$\partial_t \mathcal{E}^\pm(t) = \epsilon_\mu^\pm(t) - \epsilon^\pm(t) - \epsilon_\eta^\pm(t)$$

(199)

where $\epsilon_\mu^\pm(t) = (\mathbf{z}^\pm \cdot \mathbf{f}^\pm)$ and $\epsilon^\pm(t) = \frac{\nu_\eta}{2} \langle |\nabla \mathbf{z}^\pm|^2 \rangle + \frac{(1-\eta)}{2} \langle |\nabla \mathbf{z}_c^\pm \cdot \nabla \mathbf{z}_c^\pm|^2 \rangle$ is the viscous and Ohmic dissipation rate of the two energies and $\epsilon_\eta^\pm(t)$ is given by $\epsilon_\eta^\pm(t) = (\nu + \eta)(\nabla u_j \nabla b_j)$. Note that $\epsilon^\pm = (\epsilon_\nu + \epsilon_\eta) \pm \epsilon_\epsilon$.

Finally the magnetic helicity satisfies the balance:

$$\partial_t \mathcal{H}_M(t) = \mu_\eta(t) - \mu_\mu(t)$$

(200)

where $\mu_\eta(t) = (f_b \cdot \mathbf{a})$ is the magnetic helicity injection rate, $\mu_\mu(t) = \eta(\mathbf{b} \cdot \nabla \times \mathbf{b})$ is the magnetic helicity Ohmic dissipation rate and $\mu_\mu(t) = 2\alpha \mathcal{H}_M(t)$ is the large scale drag. Note that the mechanical forcing $f_b$ cannot inject magnetic helicity in the system but nonetheless magnetic helicity can be generated by $\mu_\eta$ or $\mu_\mu$ that are not sign definite. This is discussed in Section 4.6.6.

4.6.2. Isotropic 3D MHD turbulence

As a first step we consider the $\mathbf{B}_0 = 0$ case and assume the flow to be isotropic. It is an empirical fact [352,359] that for $\mathbf{B}_0 = 0$ the energies $\mathcal{E}$, $\mathcal{E}^\pm$ and the cross helicity $\mathcal{H}_c$ cascade forward to the small scales while the magnetic helicity $\mathcal{H}_M$ cascades inversely to the large scales. The general picture of the developed cascades is shown in Fig. 55. The helical case will be treated separately in Section 4.6.6, here we proceed by assuming $\mathcal{H}_M = 0$. The same phenomenology that we used for 3D hydrodynamic turbulence can be used for MHD turbulence and it predicts a K41 energy spectrum, $E(k) \propto k^{-5/3}$. Here $E(k)$ stands for the total energy spectrum that is composed of the kinetic energy spectrum $E_k(k)$ and the magnetic energy spectrum $E_B(k)$.

$$E_k(k) = \frac{1}{2\Delta k} \sum_{k_\perp < |k| < k + \Delta k} |\mathbf{b}(k)|^2$$
that measures the energy in the magnetic modes so that $E(k) = E_u(k) + E_b(k)$. It can be argued that the magnetic field fluctuations, $(b^2)^{1/2}$, can directly influence the small scales by acting locally as a guiding field that suppresses the nonlinear interactions. This suppression then is expected to modify the energy spectrum (see Eq. (255) in Section 5.1) to a less steep power-law $E(k) \propto \epsilon^{2/3} b^{1/2} k^{-5/3}$ referred to as the Iroshnikov–Kraichnan (IK) theory [360,361]. In configuration space, the existence of inertial cascades lead to a series of exact relations for third order quantities similar to the ones derived in (26) for hydrodynamical turbulence [362,363]. Using longitudinal velocity and magnetic field increments, for the total energy one obtains

$$\langle \delta r u^3 - 6 b^2 \delta r u \rangle = -\frac{4}{5}(\epsilon_\nu + \epsilon_\eta) r.$$  

(201)

Anisotropic versions have been examined in [364–366] and have been extended to high Prandtl number regimes in [367] and to Hall MHD in [368] (see [369] for a review). It is important to note that in (201) both field increments and single point quantities, $b_\tau = b \cdot \hat{r}$, appear. In fact, the latter term was shown to be dominant [370]. In terms of the Elsässer variables, a different law, involving only field increments, can be derived [363,371,372]:

$$\langle \delta r z^\pm | \delta r z^\pm | \rangle = -\frac{4}{3} \epsilon^\pm r$$  

(202)

where $\epsilon^\pm$ are the dissipation rates of the $E^\pm$ energies, and both longitudinal and perpendicular components appear. Returning to the $u, b$ variables, adding and subtracting the relations (202) and assuming isotropy, we have [364,365]:

$$\langle \delta r u(|\delta r u|^2 + |\delta r b|^2) \rangle - 2\langle \delta r b(\delta r u \cdot \delta r b) \rangle = -\frac{4}{3}(\epsilon_\nu + \epsilon_\eta) r$$  

(203)

and

$$\langle \delta r b(|\delta r u|^2 + |\delta r b|^2) \rangle + 2\langle \delta r u(\delta r u \cdot \delta r b) \rangle = -\frac{4}{3} \epsilon_c r$$  

(204)

where $\epsilon_c$ is the dissipation rate of cross helicity. The scaling relations obtained for the third order structure functions suggest the Kolmogorov phenomenology, $\delta r z^\pm \propto r^{1/3}$; however IK scaling: $\delta r z^\pm \propto r^{1/4}$ cannot be excluded due to possible scale dependent correlations between the two fields.

Numerical investigations for isotropic MHD [373–377] also tend to favour the Kolmogorov $E(k) \propto \epsilon^{2/3} k^{-5/3}$ spectrum contrary to the anisotropic case that is examined in the next section and seems to favour the $k^{-3/2}$ prediction. The discrepancy between the two predictions is due to the assumption made in the IK theory that large-scale magnetic fluctuations might play the role of a uniform –locally anisotropic – magnetic field. Furthermore another possibility exists that the cascade in the presence of large scale but non-uniform fields is restricted in regions of space where amplitude of the magnetic field is small [377]. Due to the limited scale separation achieved in numerical simulations, it is difficult to distinguish among the different predictions. We discuss the issue of the two different spectral predictions further in the next section where the anisotropic case is examined.

4.6.3. Anisotropic MHD

We next treat the case of 3D turbulence in the presence of a uniform field $B_0$ as shown in Fig. 56. We consider a conducting fluid embedded in a fluid layer of finite height $H$ that is penetrated by a uniform magnetic field of intensity $B_0$ across the layer.
A strong guiding field results in the Alfvén waves having a large frequency except for those modes with wavevectors perpendicular to \( \mathbf{B_0} \), i.e. \( k_\perp = 0 \), that have zero frequency and compose the slow manifold in MHD. We need to distinguish three different regimes, depending on the intensity of the guiding field and on the domain thickness.

For infinite vertical domains and strong \( B_0 \), so that the Alfvén wave period, \( \tau_{\text{wave}}(k) = 1/B_0 k \), is much smaller than the typical non-linear time-scale, \( \tau_{\text{nonlin}}(k) = E(k)^{-1/2} k^{-3/2} \), the non-linearity is weak and the system falls in the weak turbulence regime where it can be treated by an asymptotic expansion (see Section 5.1). If \( \tau_{\text{wave}} > \tau_{\text{nonlin}} \), then the system is in the strong turbulence regime. Finally, for finite domains and strong \( B_0 \) there is a third regime where quasi-2D behaviour together with an inverse cascade occurs.

Weak turbulence regime. For infinite domains, the slow manifold is not isolated due to quasi-resonances and the 2D–2D weak turbulence regime where it can be treated perturbatively [378]. The cascade is strongly anisotropic with the magnetic field reducing the rate of energy transfer across scales by a factor \( \tau \) and made by noting that for strong magnetic fields the cascade occurs dominantly in the direction perpendicular to \( B_0 \) and time scales must be corrected as \( \tau_{\text{wave}}(k_\perp, k_\parallel) = 1/B_0 k_\parallel \) and \( \tau_{\text{nonlin}} = [E(k_\perp, k_\parallel)] k_\parallel k_\perp^{-1/2} k_\perp^{-1} \) where we have assumed \( k_\parallel \ll k_\perp \) and used the energy spectrum defined in (135). Wave turbulence theory prediction for the flux (257) leads to [378]:

\[
E(k_\perp, k_\parallel) \propto f(k_\parallel) k_\perp^{-2} k_\parallel^{-1/2}
\]  

(205)

where the spectrum is defined up to an arbitrary non-dimensional function \( f(k_\parallel) \) that might depend on the forcing mechanism because the cascade proceeds only along the \( k_\perp \) direction.

Strong turbulence. For strong turbulence further assumptions are needed to derive an expression for the energy spectrum. The most popular point of view is given by the critical balance theory [317,379] as already discussed for rotating and stratified flows. In the critical-balance description, energy is concentrated around wavenumbers that satisfy a ‘balance’ between the wave time scale and the nonlinear time scale \( \tau_{\text{wave}} \sim \tau_{\text{nonlin}} \). Substituting the latter equality in equation for the wave turbulence energy balance (256) we obtain:

\[
\epsilon_{\text{in}} \sim (E(k_\perp, k_\parallel)] k_\parallel k_\perp^{3/2} k_\perp^{-1}; \quad B_0 k_\parallel \propto \epsilon_{\text{in}}^{1/3} k_\perp^{2/3}
\]

(206)

where the second relation is obtained by the equality of the two time scales. For the spectrum along the critical line we then obtain:

\[
E(k_\perp, k_\parallel) \sim \epsilon_{\text{in}}^{2/3} k_\perp^{-5/3} k_\parallel^{-1}.
\]

(207)

In this description, one assumes that energy is mainly transferred along the critical line in \( k_\parallel, k_\perp \) space. This is graphically summarized in Fig. 57 where energy flows along the dashed lines. However, numerical simulations show that energy is concentrated in the entire strong turbulence region below the critical balance line where \( \tau_{\text{nonlin}}(k_\perp, k_\parallel) < \tau_{\text{wave}}(k_\perp, k_\parallel) \) and strong interactions take place. Alternative descriptions that take some of these issues in to account can be found in [380,381]. Based on the previous assumptions of critical balance the anisotropic cylindrically averaged energy spectrum (see definition (137)) follows the scaling \( E_\perp(k_\parallel) \propto k_\parallel^{-5/3} \). Although this spectrum has been observed in some recent simulations [382].
most numerical studies have shown a spectrum closer to $E(k_{\perp}) \propto k_{\perp}^{-3/2}$ [383]. This was interpreted as an effect of a scale-dependent alignment of the two fields $\mathbf{u}, \mathbf{b}$ that reduced the non-linear interactions [384]. The two spectra are debated in the literature and a recent review of the results on the issue can be found in [355,385]. As of now, it is fair to say that we do not have an accurate and commonly-agreed description of the anisotropic energy spectrum $E(k_{\perp}, k_{\parallel})$ in MHD even from a phenomenological point of view.

Layers of finite thickness. For layers of finite height, $H$, further complications arise since the slow modes can have isolated dynamics. In this case the slow modes at $k_{\parallel} = 0$ can dominate and drive an inverse cascade. This is similar to the strongly rotating flows as a strong magnetic field also tends to suppress fluctuations and bi-dimensionalize the flow. This result has been proven in [250]. Using the same arguments as in Section 4.3 for rotating turbulence and summarized in Fig. 41 the flow will become 2D when the smallest non-zero $k_{\perp} = 2\pi/H$ has a time period $\tau_{\text{wave}} = H/B_0$ smaller than the eddy turnover time evaluated at the forcing scale [66,386], i.e. when $2\pi/H$ is above the critical balance line:

$$\frac{H}{B_0} \leq \epsilon_{\text{in}}^{-1/3} k_{\text{in}}^{-2/3}. \quad (208)$$

In 2D-MHD flows, energy cascades forward (see next section), so a bi-dimensionalization does not necessarily imply an inverse cascade of energy. Nonetheless, if only a mechanical force is used, the hydrodynamic 2D modes cannot excite a magnetic field and a genuine 2D inverse energy cascade develops. This was indeed observed in [66,67]. The 2D MHD case is discussed in more detail in the next section.

4.6.4. 2D MHD

We now consider MHD turbulence in 2D for which the equations simplify significantly when expressed in terms of the vector potential $a = a(x,y,t) \mathbf{e}_z$ and of the vertical vorticity $w = w(x,y,t) \mathbf{e}_z$. In this case we have:

$$\partial_t w + \mathbf{u} \cdot \nabla w = \mathbf{b} \cdot \nabla j + \nu \Delta w - \alpha w + f_w, \quad (209)$$

$$\partial_t a + \mathbf{u} \cdot \nabla a = \mathbf{e}_z \cdot (\mathbf{u} \times \mathbf{b}) + \eta \Delta a - \alpha a + f_a, \quad (210)$$

where $j = -\Delta a$ is the current density in the $z$ direction and $B_0$ is assumed to be on the $x,y$ plane. Setting $a = B_0 = f_a = 0$ one again recovers the 2D hydrodynamic NSE (50).

In the absence of forcing and dissipation this system conserves the total energy $\mathcal{E} = \mathcal{E}_u + \mathcal{E}_b$ written as the sum of the kinetic energy $\mathcal{E}_u = \frac{1}{2}(\mathbf{u}^2)$ plus the magnetic energy $\mathcal{E}_b = \frac{1}{2}(\mathbf{b}^2)$ and, if $B_0 = 0$, the square vector potential $\mathcal{A} = \frac{1}{2}(a^2)$. The latter satisfies the following equation:

$$\partial_t \mathcal{A} = \langle a \mathbf{e}_z \cdot (\mathbf{u} \times \mathbf{B}_0) \rangle - \alpha \mathcal{A} - \eta \mathcal{E}_b + \langle d a^2 \rangle. \quad (211)$$

The square vector potential is a positive-definite quantity that is restricted by the evolution of the energy cascade like the enstrophy in hydrodynamic 2D turbulence. In particular the square vector potential spectrum satisfies $E_{\mathcal{A}}(k) = E_b(k)k^{-2} \leq \langle E_b(k) + E_u(k) \rangle k^{-2} = E(k)k^{-2}$. Thus, the vector potential spectrum falls as $k^{-2}$ with respect to the energy spectrum. Following the arguments given in (80) and (82) we can deduce that $\mathcal{A}$ cascades inversely [352,387–389]. Furthermore, it is empirically known that the energy cascade in 2D MHD is forward. Therefore, in 2D MHD turbulence a dual counter-directional cascade is expected with a forward cascade of energy and an inverse cascade of the square vector potential. Assuming that the dominant time scale is that of the eddy turnover time $\tau_{\text{r}} = r/(\langle |\delta_t \mathbf{u}|^2 \rangle)^{1/2}$ and further assuming that the two fields have similar amplitudes

$$\delta_t \mathbf{u} \sim \delta_t \mathbf{b} \quad (212)$$

one recovers the Kolmogorov prediction for the forward energy cascade

$$E_b(k) \simeq E_u(k) \propto \epsilon_{\text{in}}^{2/3} k^{-5/3}, \quad \text{for } k > k_{\text{in}} \quad (213)$$

and the spectrum

$$E_b(k) \simeq E_u(k) \propto \epsilon_{\text{in}}^{2/3} k^{-1/3}, \quad \text{for } k < k_{\text{in}} \quad (214)$$

for the inverse cascade of the square vector potential [387,388]. However the assumption (212) is hard to justify in the case of the inverse cascade and indeed different spectral exponents have been measured in the literature [389,390].

We need to further notice that in the absence of an external magnetic field or magnetic forcing, the vector potential decays and therefore any magnetic fluctuations that exist at $t = 0$ will die out. This property is referred to as the antidynamo theorem of 2D flows [391]. In this case, the system reduces to 2D fluid turbulence with an inverse cascade for energy. Furthermore, if the vector potential is non-zero but too weak to feedback on the flow, it acts passively and its variance $\mathcal{A}$ cascades forward (see next Section 4.7.2). We have therefore two different limits. For $f_a k_{\text{in}}^3 \lesssim f_u$ there is a forward cascade of $\mathcal{E}$ and an inverse cascade of $\mathcal{A}$, for $f_a k_{\text{in}}^3 \lesssim f_u$ there is an inverse cascade of $\mathcal{E}$ and a forward cascade of $\mathcal{A}$. It is thus interesting to examine how the system transitions from one case to the other when the magnetic forcing is varied.
For very weak magnetic forcing, the kinetic energy dominates \( E_k(k) \gg E_b(k) \) and the flow does not feel the effect of the magnetic field (Lorentz force). Thus, the flow behaves as a hydrodynamic system cascading energy inversely with the kinetic energy spectrum following (58) and (59) at scales smaller and larger than the forcing scale, respectively. At the same time, the vector potential \( A \) is advected passively and \( A \) cascades forward like the variance of a passive scalar (see Section 4.7) forming a spectrum

\[
E_A(k) = k^{-2} E_b(k) \propto \epsilon_b \epsilon_u^{-1/3} k^{-8/3} k^{-1}
\]

where here \( \epsilon_b = (b \cdot f_b) \) and \( \epsilon_u = (u \cdot f_u) \). This implies that the kinetic and magnetic energy spectra read:

\[
E_b(k) \propto \epsilon_b \epsilon_u^{-1/3} k^{-8/3} k, \quad E_u(k) \propto \epsilon_u^2 / k^{1/3} k^{-3}.
\]

For moderate values of \( Re, Rm \) (here we will assume \( Re = Rm \) for simplicity) the magnetic field will always be subdominant and the flow will be at this hydrodynamic state with passive \( A \) at all scales. However, for large \( Re, Rm \) since \( E_u(k) \) decreases with \( k \) and \( E_b(k) \) increases with \( k \), the condition \( E_u(k) \gg E_b(k) \) will necessarily break down at some wavenumber \( k_c = k_{m0}(\epsilon_u/\epsilon_b)^{1/4} \). This will happen if \( Re \) is large enough so that \( k_c < k_r \). For 2D turbulence \( k_r \propto k_{m0} Re^{1/2} \) (see Eq. (61)) therefore the magnetic field becomes non-linear when \( \epsilon_u/\epsilon_b > Re^2 \). For wavenumbers larger than \( k_c \) a forward cascade of energy will take place similar to the forward cascade of energy observed in thin layers when \( k > 1 / H \) (see Section 4.2). The spectra for \( k > k_c \) will thus follow (213): \( E_u(k) \sim E_u(k) \propto \epsilon_u^2 / k^{1/3} k^{-3} \).

As the magnetic forcing is further increased, the magnetic field becomes active at larger and larger scales until the flow becomes magnetically dominant with a forward cascade of \( A \) and an inverse cascade of \( E \) and the spectra (213), (214) are valid for the two cascading ranges. There are thus three regimes for 2D-MHD flows, (i) for very weak magnetic forcing it behaves like 2D hydrodynamics at all scales, (ii) for intermediate magnetic forcing the system behaves like 2D hydrodynamics up to scales \( k_c \) and like a 2D-MHD at smaller scales, and (iii) for strong magnetic forcing the system behaves as 2D-MHD at all scales. Spectral properties for all three regimes are summarized in Fig. 58.

The transition from a forward to inverse cascade was investigated in [68,69] using the relative amplitude of the forcing \( \mu = \| \epsilon_b / \| \epsilon_u \| \) as a control parameter. The left panel of Fig. 59 shows how the amplitude of the inverse cascade changes both for the energy (blue lines) and for the square vector potential (green lines). In agreement with the previous discussion, it was shown that for \( \mu < Re^{-1} \) the magnetic field acts like a passive scalar, while for larger values a split cascade of energy is formed. The transition from split to forward cascade of \( E \) and from a forward to a split cascade of \( A \) was found empirically to occur when

\[
\mu_c \propto Rm^{-1/2}.
\]

This result implies that in the limit \( Re, Rm \to \infty \) there is a forward energy cascade and inverse vector potential cascade for any non-zero value of \( \mu_c \), which is consistent with the results in (80) for the inverse cascade of the square vector potential. The phase diagram of the transition is shown in the right panel of Fig. 59.
4.6.5. Quasi-static MHD flows

Quasi-static MHD flows refer to a special limiting case of MHD for which the magnetic Reynolds number of the flow is very small but there is a strong magnetic field that sustains magnetic fluctuations. This limit is applicable to flows of liquid metals that have very small magnetic Prandtl numbers \( P_M = Rm/Re = O(10^{-5}) \) and has received considerable attention due to its industrial applications. Furthermore, because liquid metals are more easily accessible in the lab than plasmas, the quasi-static limit of MHD is easily investigated in the lab \[314,34,74,76,238–240,392–395\] as can be seen in Fig. 60.

In limit of \( Rm \ll 1 \) but with a uniform magnetic field strong enough (so that \( B_0 \ell \in \eta \) is of order one) the induction equation reduces to a balance between the diffusive and the magnetic shearing terms of the uniform component due to velocity fluctuations. We thus obtain \( B_0 \cdot \nabla u = -\eta \Delta b \). Solving for the magnetic fluctuations and substituting this balance in the NSE we obtain

\[
\partial_t u + u \cdot \nabla u = -\frac{B_0^2}{\eta} \nabla^{-2} \partial_z u - \nabla P + \nu \Delta u + f_u. \tag{215}
\]

We have thus reduced to a single equation where the effect of the magnetic field is limited to the first term on the right-hand side of (215). This is a dissipative term that removes energy from velocity fluctuations that vary along the direction of the magnetic field. The energy balance equation therefore reads:

\[
\partial_t \varepsilon = \epsilon_{in} - \epsilon_v - \epsilon_u - \frac{B_0^2}{\eta} \langle (\nabla^{-1} \partial_z u)^2 \rangle. \tag{216}
\]

Note that the Ohmic dissipation affects 3D modes that vary in the direction of the field \( B_0 \) only. If the latter are not forced, and if a sufficiently large magnetic field is used, the ohmic dissipation will render the flow 2D. As in the previously discussed cases varying the strength of the magnetic field the flow can transition from a 2D state that cascades energy inversely to a 3D state that cascades energy forward. For a system where only the 2D modes are forced, the transition from forward to inverse cascade happens at the onset of the instability of a 3D mode, when the dissipation time scale due to the Lorentz force \( \eta H^2/(B_0^2 \ell_{in}^{-2}) \) becomes comparable to the eddy turnover time \( \ell_{in}/u_f \sim \ell_{in}^{-1/3} \ell_{in}^{-2/3} \) both evaluated at the forcing scale. Equating these two time-scales we can predict that the transition occurs when:

\[
B_0^2 = \frac{\eta \ell_{in}^{1/3} H^2}{u_f^{8/3}}. \tag{217}
\]

where \( H \) is the height of the layer. These different states have been demonstrated in numerous numerical simulations \[72,73,396–401\]. We should note that unlike for the cases of fast rotating flows and MHD at large \( Rm \), where the tendency toward a 2D dynamics is the result of fast-decorrelating waves, in this case the 3D modes are directly damped. This renders the equations analytically more tractable and one can rigorously prove the two-dimensionalization \[250\]. Besides the analytical treatment, there exist many experiments that test both the MHD predictions and 2D turbulence properties \[34,74,76,238–240,392–395\]. In these experiments, a layer of a liquid metal is embedded in a uniform magnetic field while smaller magnets are placed under the layer. Dividing a current either across the layer or through an array of contacts one controls the injection mechanism via the Lorentz force. Depending on the strength of the magnetic field this system can give rise to an inverse energy cascade. This setup was one of the first that demonstrated an inverse cascade whose strength can be varied with a control parameter.
4.6.6. Magnetic helicity

In this section, we discuss the effects of magnetic helicity for 3D MHD. Like kinetic helicity, the magnetic helicity is a sign-indefinite quantity and does not provide a restriction on the direction of the energy cascade. The cascade of the magnetic helicity itself cannot be forward in the presence of a forward energy cascade. Using the same arguments as in (80) one can show that the absolute value of the magnetic helicity flux has to decrease at large $k$ [402,403]. A recent rigorous proof of the absence of a forward cascade of magnetic helicity can be found in [404], see also the discussion provided in [31].

The inverse cascade of helicity was first shown within turbulent EDQNM models [405,406] leading to a power-law behaviour for the magnetic helicity, $H_M(k)$, and energy $E(k)$ spectra for $k < k_m$:

$$H_M(k) \propto \mu_{\alpha}^{2/3} k^{-2} \quad \text{and} \quad E(k) \propto \mu_{\alpha}^{2/3} k^{-1}.$$  \hfill (218)

These spectra can be obtained using the same arguments discussed for the kinetic helicity case in Section 4.1 and further assuming that velocity and magnetic field have similar amplitudes $\delta_r u \sim \delta_r b$. The inverse cascade of magnetic helicity has been demonstrated in various simulations [25,26,407–410]. Nonetheless, recent simulations at large scale separations have shown strong deviations from this spectral exponent and find $H_M(k) \propto k^{-3.3}$ [411,412]. The difference was attributed to the presence of kinetic helicity and different modelling schemes have been proposed to account for the deviations from the dimensional prediction (218) [411].

In configuration space, one can derive a series of inertial relations for third-order moments that are linked to the cascade of magnetic helicity. These have been examined by [372] and more recently for anisotropic turbulence in [364,365,368]:

$$\langle b \cdot (\delta_r b \times \delta_r u) \rangle = \epsilon_M.$$  \hfill (219)

As in (201), the presence of single-point quantities together with velocity and magnetic field increments makes the derivation of a scaling law difficult, if not impossible.

It is also worth examining the case of dynamo flows for which there is no magnetic forcing in (189) and the magnetic field is sustained by the dynamo of the fluid motions alone. In this case, magnetic helicity is not externally supplied, $\mu_m = 0$, but it can be generated by the Ohmic forces. This will lead to the stationary balance

$$\mu_\alpha = -\mu_\eta$$  \hfill (220)

from (200). For finite values of $Rm$, one can imagine that Ohmic forces generate helicity at small scales, which then cascades up to the large scales where it is dissipated by the drag term. This is indeed what happens in dynamo flows at finite $Rm$ when the flow has kinetic helicity, as predicted by the alpha dynamo theory [357,413,414] that provides the large-scale magnetic field evolution in the kinematic regime when the magnetic field is advected passively. In a dynamo, positive kinetic helicity generates large-scale negative magnetic helicity and small-scale positive magnetic helicity, keeping the averaged helicity generation due to non-linear interactions zero. The positive helicity that arrives at the small scales is dissipated by Ohmic dissipation while the negative magnetic helicity by the drag term such that the balance (220) is satisfied. Thus, although there is no injection of magnetic helicity by the non-linearity, the flow self-organizes such that positive helicity is preferentially dissipated at small scales. This process can be viewed as an inverse transfer of negative magnetic helicity (or equivalently a forward transfer of positive helicity). The opposite happens when the dynamo flows is of negative magnetic helicity. Fig. 61 demonstrates this mechanism. In the absence of a drag term, $\mu_\alpha = 0$, the negative magnetic helicity will pile up at large scales forming a condensate, see Definition 13 of Section 3.6.

However, the magnetic helicity transfer cannot continue for arbitrary large $Rm$ because at small scales the flux of helicity is constrained in absolute value by the forward energy cascade (see (80)) so eventually the amplitude of the flux of helicity

---
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must go to zero as $Rm \to \infty$. Thus, although a constant flux of negative/positive magnetic helicity can be built from the smallest diffusive scales to the largest scales of the system this process is not a cascade according to the definitions that we have given in Section 3.6.1 because in the large $Rm$ limit the amplitude of the magnetic helicity flux vanishes.

Before concluding this section it is worth noticing that the combined effects of kinetic and magnetic helicity can be studied by applying the same chiral decomposition (102) studied in Section 4.1 to both velocity and magnetic fields. In the MHD case, the number of possible different Fourier-helicity triads becomes larger and the analysis more involved. A first series of attempts in this direction can be found in [28,29,31].

4.6.7. Summary

In this section we discussed the different limits of MHD turbulence and reviewed the different phenomenological predictions and recent numerical and experimental results. For isotropic flows we summarized the different exact relations for third-order quantities connected to the flux of all ideal invariants. For the anisotropic case, we discussed three different limiting configurations: strong, weak and quasi-2D that appear in layers of finite thickness and which can lead to an inverse cascade of energy. In 2D we also discussed the transitions from a forward to an inverse cascade that can occur due to the presence of the additional conservation of the square vector potential. A particular limit that deserves further attention is that of quasi-static MHD where most liquid metal experiments operate. Finally, we discussed the subtle case of magnetic helicity transfer that despite the agreement of phenomenological approaches with numerical simulations for the direction of the cascades, the resulting spectra are still far from all predictions.

4.7. Passive and active scalars

In this section we review the main findings concerning the transfer properties of passive and active scalars in turbulence by changing the dimensionality of the embedding space and the statistical properties of the advecting velocity field. Active/passive advection/transport/diffusion equations describe a huge set of natural phenomena, ranging from atmospheric physics [415], combustion [416] transport and amplification of magnetic fields [357] or transport of density in stratified fluids as already discussed in Sections 4.4 and 4.6. Here we limit ourselves to review what is known for some of the most generic and important configurations, as for the case of the advection of a dye or contaminant in 2D and 3D compressible and incompressible velocity fields, for the passive case, and for 2D magnetic potential, 2D vorticity and potential temperature in surface flows, for a few paradigmatic active cases. In particular, most of the physics concerning the active cases has already been discussed in the previous sections, here we revisit some of the previous results by putting them face to face with the evolution of a passive field advected by the same velocity configuration in order to highlights the main differences/similarities.

Detailed results about the most rigorous aspects can be found in [417–422], experimental and numerical results concerning passive scalar advection can be found in [423–428]. The linearity of the equations in the passive case allowed considerable analytical progress and many important theoretical achievements have been obtained, in the last two decades. The problem is considered solved in some idealized cases. In particular, this is the case for the advection of a passive scalar in a stochastic, self-similar, Gaussian and delta-correlated in time velocity field, the so-called Kraichnan model [430].

Analytical and rigorous progress has been made both using Eulerian and Lagrangian approaches, i.e. following the evolution of tracers particles along fluid streamlines. In Lagrangian coordinates, the existence of spontaneous stochasticity, i.e. the explosive separation of two nearby trajectories in the presence of rough advecting velocity field is connected to the existence of the dissipative anomaly for the passive field and to a direct cascade (see Fig. 62 for a visualization of a passive scalar Eulerian configuration [431] and for a Lagrangian evolution of a particle bunch [432]). Phase transitions from direct to inverse cascades are then possible as a function of the degree of compressibility of the advecting field and its dimensionality [32,433]. In Eulerian coordinates intermittent corrections and their universality can be analytically approached as it will be briefly discussed in Section 5.2.

The presence of an active feedback on the flow leads to a plethora of new phenomena that can change the transfer direction depending on the coupling with the velocity field and/or the degree of correlation among the external forcing field and the advecting velocity.

4.7.1. Background definitions

The typical setup describing the combined evolution of a turbulent flow and advected scalar field $\theta(x, t)$ is described by the following set of equations:

\[
\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla P + \nu \Delta \mathbf{u} - \alpha_0 \mathbf{u} + \mathbf{f} \tag{221}
\]

\[
\partial_t \theta + \mathbf{u} \cdot \nabla \theta = \kappa \Delta \theta - \alpha_0 \theta + f_0 \tag{222}
\]

where we have introduced the scalar diffusion coefficient, $\kappa$ and the large-scale scalar sink, $\alpha_0$ needed to reach stationarity in the presence of inverse cascades (if any). It is important to remark that in the presence of a compressible velocity field, a passive concentration, i.e. the density of a pollutant, evolves in a different way from $\theta(x, t)$ in (222) because of the presence of the extra term $\nabla \cdot (\mathbf{u} \theta)$ on the LHS of the evolution equation. The field $\theta(x, t)$ in (222) is considered as active and not passive if at least one of the following three conditions is satisfied:
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(ii) it enters in the definition of the velocity forcing mechanism:

\[ f \to f[\theta, \nabla \theta, \ldots], \quad (223) \]

(iii) there exists a functional relationship that gives \( u \) in terms of \( \theta \):

\[ u(x, t) = \int d^2y K(x - y) \theta(y, t) \quad (224) \]

(225)

Convection is a paradigmatic case belonging to (223), while (224) is realized for the relation among vorticity and velocity in 2D or for the evolution of density fluctuations in the quasi-geostrophic approximation of stably stratified fluids, where the scalar is coupled to the stream function, \( (u_x, u_y) = (\partial_y \psi, -\partial_x \psi) \), of the flow by the relation:

\[ \theta(x, t) = (-\Delta)^{1/2} \psi(x, t). \quad (226) \]

(i) it enters in the definition of the velocity forcing mechanism:

\[ f \to f[\theta, \nabla \theta, \ldots], \quad (223) \]

(ii) there exists a functional relationship that gives \( u \) in terms of \( \theta \):

\[ u(x, t) = \int d^2y K(x - y) \theta(y, t) \quad (224) \]

(iii) scalar and velocity injections are correlated, i.e. their PDFs are such that:

\[ P[f_\theta, f] \neq P[f_\theta]P[f]. \quad (225) \]

The case (225) occurs when the velocity field and the scalar injection are strongly correlated. One example is the advection of a scalar \( \theta \) in a 2D flow for which \( f_\theta = f_w = \hat{z} \cdot \nabla \times f \) [284]. In the latter case, the field \( \theta(x, t) \) cannot be considered active strictly speaking, because it does not influence directly the evolution of \( u(x, t) \). Still because the two fields \( \theta \) and \( w = \hat{z} \cdot \nabla \times u \) follow the same equation, the correlation among the two inputs make the problem different from the one of a passive advection where the forcing term must be independent of the velocity field.

For incompressible flows and in the absence of sinks and inputs, Eq. (222) conserves all moments, \( \partial_t \langle \theta^n \rangle = 0 \), as one can easily verify considering that the scalar field is conserved along velocity streamlines:

\[ \frac{d\theta(X(t), t)}{dt} = 0; \quad (227) \]

when \( f_\theta, \kappa, \alpha \) vanishes and we have denoted with

\[ \frac{dX(t)}{dt} = u(X(t), t) \quad (228) \]

the evolution of a tracer in the flow. Of course, the same happens for the active field under similar conditions.

Beside Reynolds number, there exists a dimensionless number that characterizes the evolution of the active/passive system (222), which weighs the relative importance of the viscous and molecular diffusion, the so-called Schmidt number: \( Sm = \nu/\kappa \) (also often referred as the Prandtl number). Alternatively we can define the Péclet number: \( Pe = ((\langle |u|^2 \rangle)^{1/2} \ell_{in}^\theta/\kappa \) where \( \ell_{in}^\theta \) is the typical length scale where the scalar fluctuations are injected by the forcing \( f_\theta \). In this work we only consider cases for which \( \ell_{in}^\theta = \ell_{in} \) in which case \( Pe = ReSm \). A discussion of cases for which \( \ell_{in} \ll \ell_{in}^\theta \) (homogenization limit [434,435]) or \( \ell_{in} \gg \ell_{in}^\theta \) (Townsend Batchelor limit [436,437]) can be found in [438–441]. The Péclet number is a measure of the relative importance of velocity advection and scalar diffusivity in (222).
4.7.2. Passive scalar cascades

In the presence of a stationary evolution, with an incompressible velocity field, a balance among input and output of scalar variance must establish similarly to (8) for the kinetic energy:

\[ \chi_{in} = \chi_{e} + \chi_{\alpha} \tag{229} \]

where we have introduced the mean passive scalar variance injection \( \chi_{in} = \langle \theta f_{0} \rangle \), mean variance dissipation \( \chi_{e} = \kappa \langle (\nabla \theta)^{2} \rangle \), and large-scale sink \( \chi_{\alpha} = \alpha \langle \theta^{2} \rangle \). For the two-point correlation function in a homogeneous statistics, \( C_{\theta}^{\alpha}(r) = \langle \theta(r)\theta(0) \rangle \), one can write the equivalent of (26) to get:

\[ -\frac{1}{4} \nabla \cdot \langle (\delta \theta)^{2} \delta \theta \rangle = \kappa_{0} \Delta_{t} C_{\theta}^{\alpha}(r) + F_{0}(r) - \alpha_{0} C_{\theta}^{\alpha}(r) \tag{230} \]

where we have introduced the injection correlation \( F_{0}(r) = \langle \theta(r)\theta_{0}(0) \rangle \). To control the existence of inverse/direct scalar cascades we need to distinguish two different ways to perform the limit of vanishingly small diffusivity. Either we send first \( Re \to \infty \) (i.e. \( v \to 0 \) for fixed flow configuration) and then \( Pe \to \infty \) (\( \kappa \to 0 \)) or we send first \( Pe \to \infty \) and then \( Re \to \infty \). Let us first consider sending \( Re \to \infty \) and let us suppose for the sake of simplicity that the velocity is described by a 3D turbulent homogeneous and isotropic forward cascade at all scales with a \( k^{-5/3} \) spectrum. By repeating the same arguments used for the direct cascade of homogeneous and isotropic kinetic energy, one expects that if passive fluctuations are only transferred to small scales the large-scale dissipation must vanish, \( \chi_{\alpha} = 0 \), and a dissipative anomaly of scalar fluctuations must exist for \( Pe \to \infty \). This is a direct consequence of the fact that stationarity implies \( \chi_{in} = \chi_{e} \):

\[ \lim_{Pe \to \infty} \kappa \langle (\nabla \theta)^{2} \rangle = \chi_{e} = \text{Const}. \tag{231} \]

As a result, for any finite \( Pe \), we can define a typical length scale \( \ell_{e} \sim k_{-1}^{-1} \) where the dissipative term starts to counterbalance the advection. In the inertial range of scales for the scalar field, \( \ell_{e}^{0} < r < \ell_{e} \), we can further simplify the exact relation (230) by noticing that the diffusive term \( \kappa \Delta_{t} C_{\theta}^{\alpha}(r) \to 0 \) for fixed \( r \) and \( \kappa \to 0 \), and that the forcing-scalar correlation is dominated by its value for \( r = 0 \), \( F_{0}(r) \sim F_{0}(0) + O(r^{2}) \sim \chi_{in} \). As a result, from (230) one gets the celebrated isotropic inertial-range Yaglom relation concerning the third order correlation made of longitudinal velocity increments and scalar increments:

\[ \langle \delta_{\theta} \delta_{\theta} \rangle = -\frac{4}{3} \chi_{in} r, \tag{232} \]

where \( \delta_{\theta} \) refers to the longitudinal field increment as introduced in Section 4.1.1. For a pure inverse scalar cascade, one proceeds by repeating exactly the same balancing used to lead to (30), now we assume \( \chi_{e} = 0 \) and the balancing in (230) for \( r > \ell_{in}^{0} \) will be among the LHS and the large-scale scalar sink, leading to

\[ \langle \delta_{\theta} \delta_{\theta} \rangle = \frac{4}{3} \chi_{\alpha} r. \tag{233} \]

The exact scaling relations (232) and (233) are not closed in terms of the scalar fluctuations only, since they depend on the velocity field as well. Hence, it is not possible to derive an explicit expression for the scalar spectrum (or for high-order scalar correlations). Standard dimensional and phenomenological arguments, based on the idea that there exists the equivalent of the Richardson cascade also for the scalar field, lead to prediction that \( \langle \delta_{\theta} \rangle^{2} \sim \langle \delta_{\theta} \delta_{\theta} \rangle^{1/2} \langle (\delta_{\theta})^{2} \rangle \) and to:

\[ \langle (\delta_{\theta} \delta_{\theta})^{2} \rangle \sim \epsilon_{in}^{-1/3} \chi_{in} r^{2/3} \tag{234} \]

where we have assumed the inertial range K41 scaling for the velocity fluctuations, \( \langle (\delta_{\theta} \delta_{\theta})^{2} \rangle \sim \epsilon_{in}^{-1/3} r^{2/3} \). It is important to notice that the conceptual steps leading to (234) are complicated by the need to control the correlation among the velocity and scalar cascades, as also evident from the fact that the RHS of (234) is expressed in terms of a negative power of \( \epsilon_{in} \). As a matter of fact, the entanglement among the two transfers has defeated, up to now, any systematic attempt to go beyond the above rough estimates, including cases when joint multi-fractal cascades have been proposed [442,443]. The spectral counterpart of (234) is given by a \(-5/3\) law similar to the forward energy cascade:

\[ E_{\delta}(k) \sim \epsilon_{in}^{-1/3} \chi_{in} k^{-5/3}. \tag{235} \]

It is instructive to double check the self-consistency of the derivation, by estimating the scalar diffusive scale \( \ell_{e} \) in terms of the Péclet number by assuming the \(-5/3\) spectrum for the scalar inertial range of scales. It is easy to see that balancing the scalar diffusive term in (230) with the inertial LHS one gets \( \ell_{e} \sim Pe^{-3/4} \). As a result, by taking first the limit \( Re \to \infty \) we found that the infinite Péclet number limit discussed above is consistent with the existence of a range of scales where \( \ell_{e} < r < \ell_{in}^{0} \), because, \( \ell_{e} \to 0 \). For \( \ell_{e} < r < \ell_{e} \), we have for the scalar a balance between diffusion and advection by a rough velocity field, a case discussed in [444] for which the spectrum \( E_{\delta}(k) \sim k^{-17/3} \) is predicted.

If we change the order of the limits and take first \( Pe \to \infty \), we need to consider that the viscous Kolmogorov scale is not vanishingly small, \( \ell_{e} > 0 \). For \( Pe \) larger and larger, the scalar diffusivity becomes negligible and we need to study the advection of a scalar in a smooth velocity field, \( r < \ell_{e} \). The advection of a (passive) scalar by a smooth incompressible stochastic velocity field is another important application, first studied by Batchelor in the 50’s [128,437]. In this case, the
spectrum of the scalar is characterized by a $E_0(k) \sim k^{-1}$ scaling range, corresponding to logarithmic scaling properties for the two-point correlation function in configuration space.

We can summarize the phenomenological prediction for the advection of a passive scalar advected by an homogeneous and isotropic incompressible turbulent flow in the phase space ($Re$, $Pe$) as follows.

If $\ell_e \gg \ell_v$ (small Schmidt number regime) we have:

\[
\begin{align*}
&\ell_e \gg \ell_v \Rightarrow C_2^0(r) \sim r^{2/3} \quad \text{(convective – inertial)} \\
&\ell_e \gg \ell_v \gg \ell_v \Rightarrow C_2^0(r) \sim r^2 \quad \text{(diffusive – inertial)} \\
&\ell_e \gg \ell_v \gg \ell_v \Rightarrow C_2^0(r) \sim r^{2/3} \quad \text{(diffusive – dissipative)}
\end{align*}
\]

(236)

If $\ell_e \ll \ell_v$ (large Schmidt number) we have:

\[
\begin{align*}
&\ell_e \gg \ell_v \gg \ell_v \Rightarrow C_2^0(r) \sim r^{2/3} \quad \text{(convective – inertial)} \\
&\ell_e \gg \ell_v \gg \ell_v \Rightarrow C_2^0(r) \sim \log(r/\ell_v^4) \quad \text{(convective – dissipative)} \\
&\ell_e \gg \ell_v \gg \ell_v \Rightarrow C_2^0(r) \sim r^2 \quad \text{(diffusive – dissipative)}
\end{align*}
\]

(237)

The scaling behaviour for the scalar spectrum is also summarized in Fig. 63 below.

### 4.7.3. Active scalar cascades

If the advected scalar is active, it is not possible to make any general conclusions about its cascading properties. This is evident when the scalar is active in the sense of (223) as for the case of convection. In the latter case, the feedback on the velocity is given by the buoyancy $f(x, t) = -g\beta\hat{\theta}(x, t)$, expressed in terms of the gravity, $g$, the thermal expansion coefficient, $\beta$ and the active temperature (or density) field $\theta(x, t)$, (see Section 4.4). The velocity field as well as the correlation between the velocity and the advected field might change scaling properties depending on the dimensions of the embedding space and on whether the system is stably or unstably stratified, as discussed in Section 4.4. This is a paradigmatic example of what was discussed after (232): the existence of an exact scaling law for the mixed third order correlation function is not enough to make a prediction on the scaling of velocity and temperature/density separately. Even the direction of the cascades of active and passive scalars, transported by the same velocity field, can be different, as discussed later in Section 4.6.4, where the magnetic potential plays the role of an active field.

Similarly, no universality among passive and active quantities are expected when a functional relation among the advecting velocity and the advected scalar fields (224) exist. This is well exemplified in the two paradigmatic cases of vorticity evolution in 2D turbulence and potential temperature in the surface quasi-geostrophic (SQG) approximation [445]. The dynamic equations for both cases can be written by generalizing the Navier–Stokes equation in 2D by introducing a relation that connects the Fourier-space velocity field, $\hat{u}$ with its vorticity $\hat{\omega}$ such that

\[
\partial_t \hat{u} + \hat{u} \cdot \nabla \hat{u} = \nu \Delta \hat{u} - \alpha \hat{u} + f(
\]

(238)

where

\[
(\hat{u}(k), \hat{\omega}(k)) = -ik^{-2}(k_x, -k_y)\hat{\omega}(k, t).
\]

(239)

The value of $z$ corresponds to different degrees of locality in the functional relation [446–449]. Indeed, for $z = 2$ we have the equivalent of the relation connecting vorticity and velocity $\hat{\omega} = \nabla \times \hat{u}$, while for $z = 1$ we recover the relation among velocity and potential temperature (226). The system (238), (239) conserves the variance of the advected scalar, $A = \langle u^2 \rangle$, and an energy-like quantity, $\mathcal{E} = \langle w(-\Delta)^{-z/2}w \rangle$. The quantity $\mathcal{E}$ corresponds to the enstrophy for $z = 2$. Note that $\mathcal{E}$ has units of velocity square only for $z = 2$ when the 2D Navier–Stokes is recovered. For $z = 1$, $A$ has units of velocity square. The spectra of the two quantities $E_A(k)$ and $E_{\mathcal{E}}(k)$ are related by $E_A(k) = k^zE_{\mathcal{E}}(k)$ and thus according to the discussion leading to (80)–(82) we can conclude that $A$ cascades forward and $\mathcal{E}$ cascades inversely for $z > 0$, while the opposite occurs for $z < 0$.
Thus, we observe a discontinuous (1st order) transition as \( z \) is varied across 0, as discussed in Section 3.7. Note, however, that for \( z = 0 \) the non-linearity vanishes. The standard dimensional arguments for the two spectra lead for \( z > 0 \) to the predictions:

\[
\begin{align*}
E_\varepsilon(k) &\propto \epsilon_\varepsilon^2 k^{-7/3+\varepsilon^2}, & E_{\Delta}(k) &\propto \epsilon_\varepsilon^2 k^{-7/3+2\varepsilon^2}, \quad \text{for } k \ll k_{in}, \\
E_\varepsilon(k) &\propto \epsilon_\varepsilon^2 k^{-7/3-\varepsilon^2}, & E_{\Delta}(k) &\propto \epsilon_\varepsilon^2 k^{-7/3+4\varepsilon^2}, \quad \text{for } k \gg k_{in},
\end{align*}
\]  

(240)

(241)

where \( \epsilon_\varepsilon \) is the rate of injection of \( \varepsilon \) and \( \epsilon_{\Delta} \sim k_{in}^{-2} \epsilon_\varepsilon \) is the rate of injection of \( \Delta \). The spectra reduce to the 2D turbulence spectra (58)–(59) for \( z = 2 \). Note that for the 2D turbulence case the spectrum of the advected quantity (the enstrophy spectrum) follows up to logarithmic corrections a \( k^{-1} \) scaling as for the cascade of the passive field by a smooth flow. For vorticity in 2D turbulence, as already discussed in Section 3.2, phenomenological and numerical results predict that in the absence of a large scale sink (Ekman friction), the enstrophy develops a direct cascade with a \( -1 \) spectrum corresponding to a smooth velocity field with a spectrum given by the \( -3 \) Batchelor–Kraichnan law (59). As a result, enstrophy evolves similar to a passive quantity in a differentiable flow, developing the same Batchelor scaling as predicted by the log(r) law discussed by . Extensive numerical simulations [164] have shown that also in the presence of the Ekman friction, \( \alpha \neq 0 \), the enstrophy behaves as a passively advected scalar, at least for what concerns the scaling properties in the forward cascade range, despite the fact that the enstrophy spectrum changes to a \( E(k) \sim k^{-1-\gamma} \) and the exponent \( \gamma \) depends on the intensity of \( \alpha \) due to non-local effects induced by the large-scale drag on the entire direct enstrophy cascade range. The equivalence of the scaling properties of enstrophy and a passive scalar advected by a 2D turbulent flow cannot be proved analytically. However, phenomenological arguments based on the observation that both fields are stretched exponentially along Lagrangian trajectories is provided in [162,419]. For the SQG case (\( z = 1 \) in Eq. (239)) the spectrum of the advected field variance follows the spectrum of a scalar advected by a 3D turbulent flow. Numerical evidence exists where the passive and the active (the SQG density) fields have a direct cascade but with different scaling properties [419].

Finally, we comment on the case examined in [284] where the simultaneous advection of vorticity \( w \) and passive scalar \( \theta \) by a 2D flow was investigated with \( v = \kappa \). This case corresponds to 2DSC-flow where the scalar is the vertical component of the velocity that is advected passively. It was shown that the spectrum of the scalar quantity can be strongly affected by varying the degree of correlation between the scalar and vorticity injections (225). When the passive scalar forcing \( f_\theta \) is fully correlated with vorticity forcing \( f_w \propto f_\theta \), the two scalars follow exactly the same equation and it is straightforward to show that at late times \( \theta \| f_\theta \|^3 = w \| f_\theta \|^3 \). Such a case corresponds to a 3D forcing injecting maximal helicity into the system. By varying the degree of correlation of the forcing it was shown that the spectrum at large scales of the passive field changed from the thermal spectrum \( k \) when the forcing were uncorrelated to that of the enstrophy, \( \propto k^2 E(k) \propto k^{1/3} \). We note that the scalar field \( \theta \) does not feed back to the flow. However, its persistent correlation with the vorticity field induced by the helical forcing leads to a change in the spectral exponent.

4.7.4. Active vs passive scalar cascades in Lagrangian coordinates

It is important to revisit the existence of direct and inverse cascades for passive and active scalars advected by a turbulent flows by using Lagrangian coordinates, i.e. by solving the advection equations (222) for the scalar field by the method of characteristics. Let us for the moment put the large-scale sinks to zero \( \alpha_0 = \alpha_\theta = 0 \). In the absence of external forcing and scalar diffusivity the solution along a fluid characteristic is given by (227), which simply states that the scalar is constant along fluid–particle trajectories. In order to take into account of the diffusivity we need to generalize (228) considering the stochastic evolution of all particle paths that are at point \( \mathbf{x} \) at time \( t \):

\[
\frac{d\mathbf{X}(\mathbf{x}, s \mathbf{t})}{ds} = \mathbf{u}(\mathbf{x}, s \mathbf{t}) + \sqrt{2k} \dot{\mathbf{w}}(s); \quad \mathbf{X}(\mathbf{x}, t) = \mathbf{x}.
\]  

(242)

where \( \dot{\mathbf{w}} \) is a Wiener vector process with components given by a Gaussian variable of zero mean and delta-correlated in time. It is possible to show [450] that for any realization of the external forcing \( f_\theta(\mathbf{x}, t) \) and of the advecting velocity \( \mathbf{u}(\mathbf{x}, t) \) the value of the passive scalar at the position \( \mathbf{x} \) at time \( t \), can be expressed as

\[
\theta(\mathbf{x}, t) = \left( \int_0^t ds f_\theta(\mathbf{X}(\mathbf{x}, s \mathbf{t}), s) \right)_q,
\]  

(243)

where we have assumed without any loss of generality that at time \( t = 0 \) the scalar is identically zero, \( \theta(\mathbf{x}, 0) = 0 \). Eq. (243) is telling us that the value of the Eulerian scalar field evolved under (222) can be reconstructed by summing the contributions of the forcing estimated along all stochastic Lagrangian paths that end on \( \mathbf{x} \) at time \( t \). The statistical properties of the trajectories of a given velocity configuration can be summarized by the particle propagator \( P(\mathbf{y}, \mathbf{x}, s \mathbf{t}) = \langle \delta(\mathbf{y} - \mathbf{X}(\mathbf{x}, s \mathbf{t})) \rangle_q \) which is the probability to find a particle that evolves according to (242) in \( \mathbf{x} \) at the final time \( t \) provided that it is at the earlier time \( s \) in \( \mathbf{y} \). By writing the backward-in-time Kolmogorov equations, \( \partial_t P + \partial_x(\mathbf{u} P) = \kappa A_s P \) with final condition \( P(\mathbf{y}, t | \mathbf{x}, t) = \delta(\mathbf{y} - \mathbf{x}) \) we can express the value of the scalar field without making anymore reference to the trajectories as in [419]:

\[
\theta(\mathbf{x}, t) = \int_0^t ds \int dy \delta f_\theta(\mathbf{y}, s) P(\mathbf{y}, s | \mathbf{x}, t).
\]  

(244)
An active field evolving in the same velocity configuration can be described by the same stochastic Lagrangian evolution and the propagator would also be the same. The difference is that for the active case the forcing, $f_a$ and the propagator in the RHS of (244) will not be uncorrelated because $\delta(x, t)$ influences the evolution of $u$ and therefore the expression of $P$ itself.

Starting from the Lagrangian stochastic expressions (243) or (244) one can understand the meaning of the dissipative anomaly and connect the existence of forward or inverse cascade with the properties of the propagator $P$ in the limit for $Pe \to \infty$, i.e. in the zero-noise case $\kappa \to 0$ in (242). Before doing that, let us remember that for vanishing large-scale sink, the exact balancing for the passive fluctuations at all times must satisfy:

$$\partial_t (\theta^2) = \chi_{in} - \chi_{e}. \tag{245}$$

As a result, in the absence of the dissipative anomaly, $\chi_e \to 0$ for $\kappa \to 0$, the passive variance would growth indefinitely in time, being always possible to choose $\chi_{in} > 0$. Let us now go back to (244), by averaging over the forcing realization and over $u$ we can write for the two-point scalar correlation function:

$$C_2^P(x_1, x_2; t) = \int_0^t ds \int dy_1^2 dy_2^2 (P_2(y_1, y_2, s(x_1, x_2, t))uF(\chi_1 - \chi_2)/\ell_{in}^2) \tag{246}$$

where we have introduced the two point propagator $P_2$ which gives the probability for two particles being in $y_1$ and $y_2$ at time $s$ to arrive at points $x_1$ and $x_2$ at time $t$. In the above expression we have disconnected the average of $P_2$ over the velocity realization from the two-point forcing correlation, $\langle f(y_1, t) f(y_2, t') \rangle = \delta(t - t')F(\chi_1 - \chi_2)/\ell_{in}^2$, because for the passive case the velocity field does not depend on the injection of the passive scalar. For simplicity we have also considered the forcing to be delta correlated in time. If we evaluate the above expression at coinciding points, $x_1 = x_2 = x$, we get the passive variance $(\theta^P(x, t)) = C_2^P(0, t)$. From (245), one derives that the existence of a dissipative anomaly is equivalent to the requirement that the passive variance saturates to a constant (does not grow in time) even in the limit $\kappa \to 0$. Translated to (246), it implies that the probability to have two trajectories that end at the same point $x$ at time $t$ is not proportional to a delta function of the initial distance, i.e. that $\langle P_2(y_1, y_2, s(x, x, t))u \rangle$ is not proportional to $\delta(y_1 - y_2)$. Indeed, in the latter case, the RHS of (246) would grow linearly in time and the passive variance cannot be bounded. On the other hand, if $P_2$ is not a delta-function of $y_1 - y_2$, since $F(r)$ is vanishingly small for separation larger than the forcing length, $\ell_{in}$, the time integral in (246) will be cut-off at the $-\infty$-time needed for two coinciding particles to separate a distance of the order of the forcing correlation length. This is the mechanism leading to the existence of the dissipative anomaly.

The fact that even in the limit of zero diffusivity, $\kappa \to 0$, the 2-particles propagator with coinciding final positions does not collapse on $\delta(y_1 - y_2)$ is the mathematical equivalent of the so-called **spontaneous stochasticity**, i.e. the possibility for two particles to separate for any, arbitrarily small, noise intensity in (242) even in the limit of coinciding initial points. In other terms, the existence of a forward passive cascade and the presence of a dissipative anomaly for the scalar goes together with the requirement that the process obtained by sending the noise to zero in (242) is still a stochastic process with a non-trivial 2-point and multi-point kernel. This is possible only when the advecting flow is rough (i.e. by sending first $Re \to \infty$ for the case of a turbulent scaling flow with Kolmogorov scaling at all scales). It can be understood considering that if the advecting flow is not Lipschitz continuous, trajectories starting from the same point are not unique. Two coinciding particles might separate forward or two initially different trajectories might cross at the final point. Applied to passive scalars this is one of the assumptions at the basis of the well-known Richardson turbulent dispersion, where two particles with initial distance $r_0 = |y_1 - y_2|$ are advected by a rough velocity field and they separate with a law: $\langle r(t)^2 \rangle \propto \epsilon_{in} t^2$ which is asymptotically independent of $r_0$, i.e. there exists an explosive separation of trajectories.

For any realizable flows in Nature, it is impossible to have an infinitely extended inertial range and the advecting flow must be smooth for separations smaller then the Kolmogorov scale, $\ell_\kappa$. If two tracer particles start with an initial separation $r_0 < \ell_\kappa$ we will observe a transient initial exponential stretching due to the smoothness of the underlying flow, followed by an explosive separation for large times (see, e.g., the right panel of Fig. 62 for an example of the whole process). As a result, the spontaneous stochasticity will emerge as soon as the separation is larger then $\ell_\kappa$, i.e. for any separation if $Re \to \infty$. Standard phenomenology predicts that for a long enough time the Richardson law is recovered independently of $r_0 [432,451,452]$.

For advection–diffusion in an everywhere smooth velocity field (Batchelor limit), two nearby trajectories will only separate exponentially in time, and two coinciding trajectories will lead to a unique evolution if $\kappa = 0$, as a result there is no dissipative anomaly and the total passive energy $(\theta^2)$ will not reach stationarity as is also reflected by the existence of the logarithmic singularity for $r \to 0$ in.

We have now the possibility to understand also the opposite case, i.e. when we are in the presence of an inverse passive cascade. Whenever all Lagrangian trajectories collapse into a unique trajectory in the limit $\kappa \to 0$ the $P_2$ propagator tends to a delta-function and the scalar variance will grow linearly in time, as it must be the case for an inverse cascade in the absence of a large scale sink. **Spontaneous stochasticity** is absent and cannot have a dissipative anomaly.

For active fields, nothing can be derived using the previous arguments because the particle propagator $P_2$ is correlated with the active forcing. Let us indeed re-interpret in terms of Lagrangian evolution the instructive case of 2D MHD turbulence (see Section 4.6.4), where the active (magnetic potential) field develops an inverse cascade, while the passive scalar has a direct cascade. It is clear that the inverse cascade for the active field cannot be due to the collapse of the trajectories of the active tracer: both passive and active fields are advected by the same rough velocity field and we must have spontaneous stochasticity for both cases. To understand what happens we need to go back to the Lagrangian stochastic evolution by
writing the equivalent of (243) for two-point observables in a form that explicitly considers the cumulative effect of the forcing along trajectories that end on points \( x_1 \) and \( x_2 \) at time \( t \). For the active case we have:

\[
C^D_{ij}(x_1, x_2|t) = C^A_{ij}(x_1, x_2|t) + \frac{1}{2} \delta(t - t^*)D_{ij}(r)
\]

It is key to understand that even in the limit of coinciding points \( x_1 \rightarrow x_2 \), the stochastic trajectories that must be used to evaluate the effect of the forcing are independent. As a result, for the direct cascade of the passive scalar the mean on the RHS of (247) will suffer from strong cancellations and does not grow in time. For an active field, it might be dominated by a systematic correlation among the trajectories and the value of the forcing, if the latter is correlated with the advecting velocity. For 2D MHD (see Section 4.6.4) this is exactly what happens: despite the separation of nearby trajectories, the contribution of the forcing for the active field is biased and leads to a value for (247) that grows in time when the two final points coincide [433].

4.7.5. Compressible flows and transitions to inverse cascades

A transition from a forward to an inverse cascade of a passively advected scalar can be observed when the flow is compressible. We will refer to a direct cascade when a dissipation anomaly exists at the small scales, Lagrangian trajectories separate explosively, thus generating a small scale dissipation of scalar variance. Similarly we refer to an inverse cascade if Lagrangian trajectories tend to collapse in time, and thus transfer scalar variance to large-scale structures as discussed in the previous subsections.

Transition from direct to inverse cascade can be rigorously analysed [433] in the \( d \)-dimensional compressible Kraichnan model where the advecting velocity field is Gaussian, self-similar and delta-correlated in time, with two-point variance given by

\[
\langle \delta_i u_i(t) \delta_j u_j(t^*) \rangle = \delta(t - t^*)D_{ij}(r)
\]

with \( D_{ij}(r) = A(d, \xi) \delta^{1/2} \xi + B(d, \xi) r \xi^{-2/3} \), where \( 0 \leq \xi \leq 2 \) is the roughness exponent of the advecting field and \( A, B \) are two functions which depend on the degree of compressibility of the field defined as the ratio:

\[
C = \langle (\delta_i u_i)^2 \rangle / \langle \sum_{ij} \delta_i u_i^2 \rangle
\]

In the compressible Kraichnan model, a phase transition from a direct to inverse cascade develops as a function of the dimensionality, \( d \), of the roughness exponent \( \xi \) and of the degree of compressibility, \( C \) as shown for the first time in [433] and graphically summarized in Fig. 64. The transition from a forward cascade to an inverse cascade is discontinuous and thus it falls in case (c) of the transition scenario discussed in Section 3.7.

Another case that displays a transition of cascade direction is passive scalar advection when the domain in one of two dimensions is severely constrained similar to turbulence in thin layers. This case was examined also within the compressible Kraichnan model in [32]. When the 2D layer is very thin the flow behaves like 1D with the variance cascading inversely while when the thickness of the layer becomes very large the flow behaves like 2D and the scalar variance cascades forward. It was shown that in this system, small-scale dissipation and transfer to large scales coexist. The asymptotic analysis done in [32] revealed that the transition from one extreme case to the other as the layer thickness is varied is smooth and the amplitude of the forward cascades scales like a power-law and thus falls in case (a) of the transition discussed in Section 3.7. The dispersion of fluid particles on the surface of a \( d \)-dimensional cylinder was further investigated in [454], where it was shown that the compactification results in to an invariant measure for the two-particle separation transition probability.

4.7.6. Summary

In this section, we have summarized the most important phenomenological and theoretical advancements on the transfer of scalar quantities advected by turbulent flows at changing the properties of the advecting field and the forcing mechanisms. We have also discussed the different scaling regimes expected at changing the relative intensity of Reynolds and Péclet numbers.
We have analysed the main difference among the passive and active case. For the former, we have connected the existence of a forward cascade and of the dissipative anomaly in the Eulerian framework to the phenomenon of spontaneous stochasticity for the equivalent Lagrangian description in terms of tracer particles. As a result, the passive scalar is supposed to cascade forward unless the advecting field is compressible enough to collapse two (or more) trajectories on a unique path when their starting points tend to coincide. In the latter case the transition shown in Figg. 64 from forward to backward cascade is predicted to happen sharply, following the scenario illustrated in panel (c) of Fig. 13.

For ideal situations when the advecting field is self-similar, Gaussian and delta-correlated in time (Kraichnan model), the above results can be proven rigorously. For the most general case, the linearity of the problem is typically a sufficient condition to advocate for similar results to hold, even if no rigorous calculations can be made [455,456].

Active fields might be transferred either forward or backward even in the presence of spontaneous stochasticity, i.e. even when passive scalar fluctuations cascade to small scales. This is due to the fact that the advecting velocity and the scalar injections are in general correlated, opening the possibility for a preferential sampling of the effects of the forcing along the Lagrangian trajectories of the active scalar advection.

Paradigmatic applications to 2D turbulence, 2D MHD, surface-quasi-geostrophic flows and convection have been briefly discussed. Recently, the signatures of direct and inverse energy cascade properties have also been connected to the breaking of time-reflection symmetry along single-particle trajectories in 2D and 3D turbulence, as shown by experimental and numerical data in [457,458].

5. Further topics about cascades

5.1. Wave turbulence

Wave turbulence refers to systems for which the main interactions are dominated by waves. We have already met wave turbulence in the sections regarding rotating flows 4.3, stratified flows 4.4, and in MHD 4.6 where inertial waves, gravity waves, or Alfvén waves play a dominant role. Wave turbulence however is not limited to incompressible flows, as it is also met in elastic plates, quantum turbulence, acoustic waves to mention just a few. In the limit of very fast waves, referred to as the weak wave turbulence (WTW) regime, the nonlinear equations can be closed and an analytic expression for the energy spectrum can be derived. In fact, not only the energy spectrum but also the probability distribution function of the wave amplitudes can be solved for. A comprehensive and extensive coverage of WTW can be found in the book [459] in the review [268] as well as in the book [460] that is based on the classical works by Zakharov in collaboration with other authors. A review on wave turbulence interactions in the stable atmospheric boundary layer can also be found in [461]. Here, after shortly describing the main ideas we discuss the implications and limitations of WTW for the systems examined so far.

Weak wave turbulence is realized at scales where the linear wave frequency is much larger than the typical inverse nonlinear time scale $\tau_{\text{nonlin}}^{-1}$ of the system. In this limit, we can define a small parameter $\varepsilon$ given by the ratio of the wave period, $\tau_{\text{wave}}$, and the eddy-turn-over-time, $\tau_{\text{nonlin}}$:

$$\varepsilon = \tau_{\text{wave}} / \tau_{\text{nonlin}} \ll 1.$$  (248)

If measured at the forcing scale $\ell$, this parameter coincides with the Rossby number for rotating turbulence (147), with the Froude number in stratified turbulence (161) and with the Alfvén Mach number in MHD turbulence (191). To demonstrate how WTW works we consider the NSE in Fourier space (103) with an arbitrary dispersion relation $\omega_k$ for the helical modes $\hat{u}_k^h$:

$$\partial_t \hat{u}_k^h - i \frac{\omega}{\varepsilon} \hat{u}_k^h = \sum_{p+q=k} \sum_{q} e^{i \omega_k \tau_{k}} \hat{u}_p \hat{u}_q + \nu k^2 \hat{u}_k^h - \alpha \hat{u}_k^h + \tilde{f}_k^h$$  (249)

where we have assumed that the wave term, $\omega_k \hat{u}_k^h$, is order $O(1/\varepsilon)$ with respect to the non-linear contributions. For example, in rotating turbulence the inertial wave frequency would be $\omega_k = \varepsilon k \tau_{\text{wave}} / k$ (see Section 4.3). To filter out the fast waves we can use the substitution

$$\hat{u}_k^h(t) = a_k^h(t) e^{i \omega_k t}$$

to obtain an equation for the slow amplitude $a_k^h$:

$$\partial_t \overline{a}_k^h = \sum_{p+q=k} \sum_{q} e^{-i \omega_k \tau_{k}} \hat{u}_p \hat{u}_q + \nu k^2 \overline{a}_k^h - \alpha \overline{a}_k^h + \tilde{f}_k^h e^{-i \omega_k t}.$$  (250)

We can treat this equation perturbatively by expanding $a_k^h$ as

$$\overline{a}_k^h = a_k^h(0) + \varepsilon a_k^h(1) + \varepsilon^2 a_k^h(2) + \cdots$$

Before proceeding we need to distinguish two cases that correspond to which order the limits $\varepsilon \to 0$ and $L \to \infty$ are taken.
Discrete wave turbulence. If the limit $\epsilon \to 0$ is taken first, then the fast oscillating term in (250) time-averages to zero for any finite time window unless the resonance condition:

$$\omega_k^q + \omega_q^p + \omega_p^q = 0$$  \hspace{1cm} (251)

is satisfied. Therefore, in the limit of $\epsilon \to 0$ only Fourier modes that satisfy both $k + p + q = 0$ and (251) can interact. If these exact resonances exist they lead to a network (that could be finite or infinite) of interacting wavevectors [462,463]. The convolution term in (250) is thus significantly reduced. Finding waves that satisfy the resonance condition (251) on a discrete lattice is not an easy task and only a few cases have been treated [464]. If no exact resonances exist, then higher order terms in the expansion need to be considered and the system evolves on a slower time scale.

Continuous wave turbulence. In the case that the large box size limit is considered first, the sums in (250) need to be replaced by integrals over $dq^3, dp^3$ and the condition $k + p + q = 0$ by a Dirac delta function $\delta(k + p + q)$. A time average of the oscillating term becomes

$$(e^{-\frac{i}{\tau}(\omega_k^q + \omega_q^p + \omega_p^q)^T})_T \simeq \epsilon \delta(\omega_k^q + \omega_q^p + \omega_p^q).$$  \hspace{1cm} (252)

where we have defined

$$f(t) = \frac{1}{2T} \int_{-T}^{T} f(t')dt'.$$

For any small but finite value of $\epsilon$ the resonance condition does not have to be exact but can be violated up to order $\epsilon$, i.e. $\omega_k^q + \omega_q^p + \omega_p^q = O(\epsilon)$. These interactions are referred to as quasi-resonances. We further note that (252) reduces the intensity of the nonlinearity by $\epsilon$, thus the expansion needs to be carried out until order $\epsilon^2$. Wave turbulence proceeds by calculating the evolution of the statistical average of different moments like $n_k = \langle |\hat{\nu}_k|^2 \rangle$ (where the subindex S stands for an average over an ensemble of initial conditions). The energy spectrum $E(k)$ is obtained by spherically averaging $n_k$ over the surface of a sphere of radius $k$. This procedure leads to a kinetic equation that takes the form

$$\partial_t n_k = \int \left( V_{k,q,p}^2 n_q n_p + V_{k,q,p}^2 n_q n_p + V_{k,q,p}^2 n_q n_p \right) \delta(k + p + q) \delta(\omega_k^q + \omega_q^p + \omega_p^q) dq^3 dp^3$$

$$- \nu' k^2 n_k - \nu n_k + F_k$$  \hspace{1cm} (253)

where the potentials $V_{k,q,p}^i$ are obtained from the non-linear coupling term, $\nu'$ is a rescaled viscosity $\nu' = \nu \epsilon^{-1}$, and $F_k$ is the rate the forcing injects energy at the wavenumber $k$. If there are no modes that satisfy the resonance conditions then the expansion needs to be carried over to the next order where 4-wave interactions take place.

There are a few remarks that need to be made. The weakening of the non-linearities implies that the LHS of balance (29) is multiplied by a factor $\epsilon$. This leads to the following estimate for the drag coefficient:

$$\lim_{Re \to \infty} \epsilon_m \sim \frac{\epsilon_m}{\epsilon_m^2} k_m = O(\epsilon).$$  \hspace{1cm} (254)

The above expression has been often used as a good proxy for the system to be in a wave turbulent state [63,187,266,377]. It also provides a phenomenological way to predict scaling relations for the structure functions or energy spectra by assuming constancy of the energy flux. The idea is to assume that in the wave-regime, the wave–wave interaction time-scale is shorter than the eddy-turn-over-time, $\tau_{wave}(k) < \tau_{nonlin}(k)$, hence the energy is transferred via a less efficient mechanism due to the quasi-Gaussian wave background and the total flux is depleted by a factor $\tau_{wave}(k)/\tau_{nonlin}(k)$:

$$\epsilon_m \sim \frac{\epsilon_m}{\epsilon_m^2} k_m = O(\epsilon).$$  \hspace{1cm} (255)

where $\tau_{nonlin}(k) \sim k^{3/2} E(k)^{1/2}$ is the eddy turnover time and $\tau_{wave}(k)$ is evaluated from the dispersion relation $\tau_{wave}(k) = \omega_k^{-1}$. The isotropic result can be extended to higher wave interactions assuming isotropy [459]. For anisotropic systems we need to use the 2D energy spectrum $E(k_{\perp}, k_{\parallel})$ with $\partial \nu^2 \sim E(k_{\perp}, k_{\parallel}) k_{\perp} k_{\parallel}$ and $1/\tau_{nonlin}(k) \sim [E(k_{\perp}, k_{\parallel} k_{\perp} k_{\parallel})]^{1/3}$. The same relation then reads:

$$\epsilon_m \sim \frac{E(k_{\perp}, k_{\parallel} k_{\perp} k_{\parallel})}{\tau_{nonlin}(k_{\perp}, k_{\parallel})} = E^2(k_{\perp}, k_{\parallel}) k_{\perp} k_{\parallel} k_{\perp} k_{\parallel} \omega_k^{-1}. $$  \hspace{1cm} (256)

The relations (255), (256) can be used to predict the energy spectra in the wave turbulence regime as

$$E(k_{\perp}, k_{\parallel}) \sim \epsilon_m^{1/2} \omega_k^{1/2} (k_{\perp} k_{\parallel})^{-1}.$$  \hspace{1cm} (257)

We need to warn the reader that the anisotropic case (257) does not take into account the direction of the cascade in the $(k_{\perp}, k_{\parallel})$ plane, and sometimes further assumptions are required. In fact, we have already used these relations to derive the energy spectra in rotating, and MHD turbulence. We also note that since the non-linearity is depleted by a factor of $\epsilon$, in order for the viscous effects to be neglected in the inertial range we need to require that $\epsilon Re \gg 1$ and not just $Re \gg 1$.
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Concluding this short section about wave turbulence we need to express a few words of caution. First we note that the condition (248) is not uniform in wave-number space because both $\tau_{\text{wave}}$ and $\tau_{\text{nonlin}}$ depend on $k$. It is thus common that wave turbulence theory breaks down at some scale where $\tau_{\text{wave}} / \tau_{\text{nonlin}} = O(1)$ after which turbulence becomes strong. We also stress that changing the ordering of the limits $\varepsilon \to 0$ and $L, H \to \infty$ can drastically impact the dynamics of the system. Not only the nonlinearity can appear at different order but as seen in rotating and in MHD flows (see Sections 4.3 and 4.6) confinement can change the direction of the cascade. Finally we stress the difficulty to realize a weak turbulent state in experiments or numerical simulations. The problem originates from the different limits that need to be considered. First the large box size limit needs to be taken $H, L \to \infty$, then the fast wave $\varepsilon \to 0$ and the large rescaled Reynolds limit $\varepsilon Re \to \infty$, and finally the system needs to run long enough, of the order $O(\tau_{\text{nonlin}} / \varepsilon)$, for the cascade to build.

5.2. Intermittency and multi-scaling

Up to now, we have investigated cascades and transfer properties in turbulence by mainly using mean fluxes, i.e. by performing a global average over the configuration or Fourier representation, as summarized by (17) and (24) in Section 2. On the other hand, it is crucial to understand whether the cascade proceeds smoothly from the injection scale to the scale where it is dissipated or if strong spatial and/or temporal fluctuations arise. The possibility to develop highly non-homogeneous spatial fluctuations during the direct cascade process is already implicitly contained in Richardson's poem cited at the beginning of this review, evoking turbulence as the result of an infinite set of nested structures made of smaller and smaller whirls. Indeed, it is well known that despite the fact that the large-scale energy distribution is close to Gaussian, the energy dissipation in 3D turbulence is a highly fluctuating field [465], with an instantaneous spatial distribution characterized by intense localized peaks in a sea of almost laminar regions. This is qualitatively and quantitatively summarized in Fig. 65 where we show the results for the local energy dissipation, $v |\nabla u|^2$ and enstrophy $|w|^2$ on a 2D cut of a 3D turbulent flow, together with their PDF.

The changing from a close-to-Normal statistics at the injection scale to a highly skewed and non-Gaussian distribution at the viscous scale is the phenomenon called turbulence intermittency, the tendency of some flow realization to develop stronger and stronger fluctuations by changing (usually decreasing) the scale, or by increasing Reynolds numbers. In order to have a proper definition, independent of the flow properties at the injection scale, we need first to define dimensionless scale-dependent fields normalized with their rms fluctuations, $\delta u \to \delta X = \delta u / (\langle \delta u^2 \rangle)^{1/2}$, where, e.g. we have used the longitudinal velocity increments as defined in (44) and that we denote here as $\delta u$ for simplicity. Then, we define the realizations of the $X$ field to be intermittent if the PDF of its increments, PDF$(\delta X)$ depends on the scale $r$ and tends to develop larger and larger tails by changing $r$ in the inertial range. In particular, as we will see below, 3D turbulence in the forward cascade regime develops intermittency due to the existence of anomalous power laws for velocity structure functions, but the requirement to have power laws behaviour is not strict.

The importance of intermittency is multi-fold. First of all, theoretically speaking, it is believed to be the signature of the multi-fractal nature of the energy cascade [3,466,467]. It reflects the important phenomenological fact that the Richardson cascade does not proceed in a space-filling way and it tends to concentrate very intense dissipative events in a small sub-set of the 3D space. Explaining the presence of intermittency, not to speak about the possibility to derive it from the original Navier–Stokes equations, is considered the theoretical problem for all basic turbulent flows, being a phenomenon ubiquitous to all flows in 3D. Up to now, all analytical attempts to produce a systematic under-control protocol to calculate from first principle intermittent properties have failed (see [3,147,468,469] for old and recent contributions in this direction). It is worth to mention a recent attempt based on a field-theoretical description [470,471]. In the latter, anomalous scaling is derived by separating a background K41 field theory from the fluctuations induced by the action describing the Nambu–Goldstone boson connected to the breaking of the dilatation symmetry. The final formula for the scaling exponent generalizes the log-normal description: $\zeta_n - n/3 = G(d)\zeta_0(1 - \zeta_n)$, where $G(d)$ is the only free parameter and depends on the embedding dimension. The above formula is interesting because it has the same drawbacks of the log-normal prediction (see [3] for a discussion about the inconsistency of log-normal distribution) and leads to a square root dependency of $\zeta_0$ on $n$ for large moments. For low order moments is almost undistinguishable from the She–Leveque prediction [472] which is known to be a very good fit of empirical data for the anomalous exponents. Finally, the existence of strong non-Gaussian fluctuations is also a key problem in many applications where small-scale turbulence must be modelled as in the Large Eddy Simulations approach (see Section 5.3.1). Empirical observations support the idea that the direct energy cascade intermittency is robust and universal, independent of the way the flow is forced, if the injection is limited to a restricted set of scales [473,474]. Moreover, intermittency is present both in the Eulerian and Lagrangian domain, i.e. also following velocity fluctuations along the evolution of tracer particles [475]. Intermittency is observed in the direct enstrophy cascade in 2D [162–164] but it is absent for the inverse energy cascade [164,476], the latter being partially understood invoking the fact that in the inverse transfer energy goes from faster to slower variables. Furthermore, intermittency is not restricted to the turbulent velocity field, being also observed in passive and active scalars [418,419,426,430,453] in magnetic fields [375,477–479], in bounded flows along homogeneous directions [303,480], in compressible flows [135,481,482] and in many other systems as summarized in [3,466,483].
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Parisi–Frisch multifractal approach. A popular way to quantify intermittency is based on the analysis of the scaling properties of velocity increments in the inertial range, the so-called structure functions already introduced in Section 3.1.2. As expressed by (48), it is an empirical fact that the inertial range scaling properties in HIT are anomalous, i.e. longitudinal and transverse increments are characterized by a set of scaling exponents which do not follow the self-similar K41 prediction, i.e. $\eta \neq n/3$. A powerful phenomenological way to explain intermittency is based on the multifractal theory as first introduced by Parisi and Frisch in [484] (see also [485] for a recent historical review). The idea is based on the observation that the inertial terms of theNSEare invariant for a simultaneous rescaling operation where, $u \rightarrow \lambda^h u$, $x \rightarrow \lambda x$ and $t \rightarrow \lambda^{1-h}$ with an arbitrary exponent $h$. Unlike in Kolmogorov theory which assumes that $h = 1/3$ everywhere in the 3D volume, Parisi and Frisch proposed that a fully developed turbulent velocity field is characterized by a continuum spectrum of local scaling exponents $h \in [h_{\text{min}}, h_{\text{max}}]$ which appears in fractal sets of dimensions $D(h)$ in the embedding 3D volume:

$$\delta u \sim (\frac{r}{\ell_{\text{in}}}^h) \text{, with probability } P_n(r) \sim (\frac{r}{\ell_{\text{in}}}^{3-D(h)}),$$

where, here, we do not distinguish among longitudinal or transverse increments for the sake of simplicity. Following the ansatz (258) one might write for the generic longitudinal or transverse structure function:

$$S_n(r) = \langle \delta u^n \rangle \propto \int_{h_{\text{min}}}^{h_{\text{max}}} dh P_n(r)^{\nu h} \sim r^{\zeta_n} \text{ with } \ell_v \ll r \ll \ell_{\text{in}}$$

(259)

where we have assumed $\ell_{\text{in}} = 1$ for simplicity and

$$\zeta_n = \min(3 - D(h) + nh)$$

(260)

are the scaling exponents obtained in the saddle-point approximation in the inertial range of scales, supposing $r / \ell_{\text{in}} \ll 1$ in (259). It is important to stress that (i) the formula (260) implies a non-linear concave shape for the scaling exponents $\zeta_n$ as a function of the order $n$ and that (ii) the skewness, and all hyper-skewness, based on normalized odd moments $m = 2n + 1$ with $n \geq 1$, follow a power-law behaviour:

$$K_m(r) = \frac{S_m(r)}{(S_2(r))^{m/2}} \sim \left(\frac{r}{\ell_{\text{in}}}^{3m - \frac{m}{2} h_2}\right) \text{, with } \ell_v \ll r \ll \ell_{\text{in}}$$

(261)

which tend to diverge when $r \rightarrow 0$ in a way that becomes faster and faster by increasing the order $m$ if the exponents are concave. The growth of the moments (261) corresponds to the existence of larger and larger tails when $r \rightarrow 0$ in the PDF of the normalized velocity increments, $\delta X$ defined earlier in this section, i.e. to an intermittent velocity distribution.

The normalized moments (261) can also be considered as a measure of the out-of-equilibrium properties, because for $m$ odd we would have $K_m(r) = 0$ at equilibrium. As a result, we can conclude that in the presence of intermittency, fluctuations of different intensities enjoy different out-of-equilibrium properties.

For completeness it is important to remark that empirical observations show that at small and moderate $Re$, longitudinal and transverse velocity increments scale slightly differently [129,135], with a slow tendency toward a recovery of similar scaling properties by increasing the Reynolds number [127]. Indeed, theoretical arguments based on invariance under rotation of theNSE suggest that both increments should have the same scaling behaviour for large enough $Re$ and that the observed deviation must be due to some sub-leading effect (see [134] and Section 5.2.2). On phenomenological grounds, to describe different scaling properties it is enough to introduce two different spectra of fractal dimensions, $D_L(h)$ and $D_T(h)$ for the two sets of structure functions (45).

From the structure of the Legendre transform (260), it is clear that the scaling exponents $\zeta_n$ will deviate from $n/3$ as soon as the distribution of local Holder exponents $h$ does not follow the K41 prediction and $D(h) \neq 3(h - 1/3)$. The most recent state-of-the-art numerical data [127] provide an estimate for the scaling exponents of longitudinal structure functions $\zeta_2^l = 0.720(2)$, $\zeta_4^l = 1.300(5)$, $\zeta_6^l = 1.78(1)$, $\zeta_8^l = 2.18(2)$ and slightly different for the transverse ones. Most recent experimental data [126], exploits Extended Self Similarity [486] to extract with high precision the ratio $\zeta_4^l / \zeta_2^l = 1.86(1)$ which is in agreement with the DNS data given above. It is important to stress that the multi-fractal phenomenology can be easily extended to the energy dissipation distribution by introducing the Refined Kolmogorov Hypothesis [3], which links the velocity increments to the average of the energy dissipation in a ball of size $r$ in the inertial range, $\epsilon_r(x) = 1/r^3 \int_{|x-y| \leq r} d^3 y \epsilon_r(y - x)$:

$$\langle \delta u \rangle^3 / r \sim \epsilon_r.$$ (262)

Doing that, one recovers a unified multi-fractal description for the energy dissipation measure and the velocity increments in the inertial range, which is in very good agreement with experimental and numerical data [487–489]. Furthermore, descriptions based on the multi-fractal model have been successfully used to reproduce empirical data also for viscous-scale fluctuations, including velocity gradients PDFs [490], multi-scale fusion rules [491,492], Lagrangian acceleration and Lagrangian structure functions [474,493,494] and many others observables.

In the presence of intermittency, gradient statistics develop a non-trivial dependency on the Reynolds number, $\langle \delta u \rangle^m \sim Re^{\alpha(n)}$, where the exponent $\zeta(n)$ are connected to the scaling in the inertial range following the multi-fractal ansatz [3] (see also [488] for a comparison between multifractal and other closures connecting viscous to inertial-range physics [495]).
date, the multi-fractal model remains the most efficient way to reproduce many of the intermittent properties observed in 3D turbulent flows, including non-Gaussian fat tails, long-range correlations and bridge relation among Eulerian and Lagrangian statistics \([493,496,497]\). There exist many stochastic approaches based on random multiplicative models to construct either the multi-fractal energy dissipation field or the inertial-range velocity increments. All rely on some basic assumption that cannot be derived from first principles from the NSE. Some of the most popular models can be found in the following references \([466,467,472,494,498]\). Interestingly enough, recent rigorous progresses meant to prove the Onsager conjecture for the Euler equations have provided a first constructive way to build up weak solutions with a multi-fractal structure \([205,499]\). It remains to be clarified whether such a solutions are also relevant for the NSE.

It is important to stress that while anomalous power-law scaling implies intermittency, as shown by \((261)\) the reverse is not true: one can have an intermittent flow even in the absence of any statistical power-law properties. As discussed earlier in this subsection, intermittency refers to the existence of a scale-dependent PDF for some dimensionless observables. As such, it is a property that can be studied also in systems that break scaling invariance, as, e.g., in bounded flows.

Before concluding this section, let us stress again that intermittency seems to be an ubiquitous property of all direct cascades even for passive/active scalars and vectors, while it is not observed in inverse transfers. Intermittency is also present in other hydrodynamical systems as in Burgers’ equations \([500]\), in MHD turbulence \([359,375,501–507]\), in rotating and stratified turbulence \([43,292]\), quantum turbulence \([508,509]\), in shell models \([510,511]\) (see Section 5.3.2) and it can be defined for anisotropic turbulence as well as discussed in Section 5.2.2. Moreover, and more importantly, intermittency is fully understood for the case of Kraichnan’s stochastic passive advection, where the linear structure of the equations allows to identify the origins of the anomalous scaling with the existence of non-trivial zero modes of the inertial differential operator. In the latter case, anomalous intermittent exponents can be calculated perturbatively both in the isotropic and anisotropic sectors and non-perturbatively in shell models, proving their universality with respect to the large-scale injection mechanisms and their robustness at changing Reynolds numbers \([418,430]\).

5.2.1. Turbulence under unconventional Galerkin truncation

Galerkin truncation is conventionally introduced in pseudospectral direct numerical simulation to limit the number of active degrees of freedom that fall below some ultraviolet cutoff \(k_c\), projecting the evolution on a finite dimensional phase-space made of all modes with \(|k| < k_c\). Such a spherical truncation is considered harmless if viscosity is large enough to resolve the Kolmogorov scale, \(k_\nu < k_c\). We have already discussed in Sections 4.1.2 and 4.1.3 the evolution of the 3D NSE under different unconventional truncation protocols, e.g. ad-hoc removal of Fourier modes with a given helical component in the flow evolution. In this section, we briefly summarize some recent results obtained by performing a Galerkin truncation in sparse homogeneous or fractal sets in the whole Fourier space \([184]\). The aim is to understand the effects of the removal of degrees of freedom on both the mean transfer properties and intermittency \([101,183–185,512,513]\).

The question goes back to the dichotomy among Fourier and configuration-space descriptions, often encountered in many physical phenomena. From one side, intermittency is the result of non-trivial alternating events of high and low dissipation in configuration space, eventually induced by the presence of complex fluid structures \([514–516]\). On the other hand, analytical and phenomenological theories of turbulence are often – and mainly – based on Fourier space, where a proper decomposition in divergence-less degrees of freedom is available. Closures as the Eddy Dumped Quasi Normal Markovian Approximation \([517]\), Direct Interaction Approximation \([518]\) or the Renormalization Group \([519–521]\) being three paradigmatic examples. The signature of intermittency in Fourier space must be searched in the phase correlation, i.e. any field with random Fourier phase is Gaussian and with strictly zero energy transfer. Fourier variables are fully delocalized in the configuration space, and it is difficult to imagine what should be the proper superposition to reconstruct the correct anomalous scaling properties. It is fair to say that we do not control the meaning of intermittency in Fourier variables.

A generic random Galerkin decimation is defined by introducing a projector on a vector field as follows:

\[
\hat{g}(x, t) = \mathcal{P}g(x, t) = \sum_k j_k \tilde{g}_k(t)e^{ik \cdot x}.
\]
The factors $\gamma_k$ are chosen to be either 1 or 0 with the following probabilistic rule:

$$
\gamma_k = \begin{cases} 
1, & \text{with probability } \pi_k \\
0, & \text{with probability } 1 - \pi_k.
\end{cases}
$$

(264)

Once defined, the set of factors $\gamma_k$ are kept unchanged, quenched in time. Moreover, the factors $\gamma_k$ preserve Hermitian symmetry $\gamma_k = \gamma_{-k}$ so that $\mathcal{P}$ is a self-adjoint operator.

The evolution of the NSE restricted to the random set of Fourier modes is then given by:

$$
\partial_t \hat{\mathbf{u}} = \mathcal{P}[-\nabla \mathcal{P} - (\hat{\mathbf{u}} \cdot \nabla \hat{\mathbf{u}})] + \nu \Delta \hat{\mathbf{u}} + \hat{\mathbf{f}}.
$$

(265)

where, similarly to (120), the nonlinear term must be projected on the quenched decimated set to constrain the dynamical evolution to evolve on the same set of Fourier modes at all times. Similarly, the initial condition and the external forcing must have a support on the same decimated set of Fourier modes. In the $L^2$-norm the self-adjoint operator $\mathcal{P}$ commutes with the gradient.

It then follows that the inviscid invariants of the dynamics are the same as of the original problem, namely energy and helicity in $d = 3$ and energy and enstrophy in $d = 2$.

If the probability is chosen to be a power law, $\pi_k \propto (k/k_0)^{D_F - d}$ where $d$ is the configuration-space dimension of the original problem we end up with NSE evolving on a fractal support of dimension $D_F$ in Fourier space (see Fig. 66 for a graphical representation).

Effects of fractal decimation for the inverse energy cascade in 2D turbulence has been investigated in [184], where a tendency toward a flux-less equipartition state for $D_F = 4/3$ has been observed, in agreement with the theoretical arguments that predict equipartition of enstrophy to coincide with the $-5/3$ inverse energy cascade spectrum for such a fractal dimension. In a series of more recent papers [101,183,185,512,522] the effects of fractal decimation on the intermittency of the 3D direct cascade has been studied. Surprisingly, it was found that a tiny reduction of the embedding space, $D_F < d$, is enough to strongly deplete the small-scale non-Gaussian turbulent fluctuations as summarized in Fig. 67 where in panel (a) we show that the flatness of one component of the vorticity field, $K_\omega = \langle \omega_4^2 \rangle / \langle \omega_2^2 \rangle^2$ is already close to the Gaussian value, $\sim 3$ for $D_F \sim 2.98$. In panel (b) of the same figure we collect all results for $K_\omega$ by presenting also data where the Galerkin projector produces a uniform random decimation in Fourier-space, $\pi_k = \alpha$ with $0 < \alpha < 1$. The latter plot shows that the reduction of intermittency is apparently independent of the way the decimation is performed, the only
relevant factor is given by the amount of degrees of freedom removed, at least for the decimation protocols investigated up to now. In conclusion, we can summarize that many of the aspects connected to intermittency are still not understood. In particular, intermittent fluctuations in the forward energy cascade are highly sensitive to random decimation of Fourier degrees of freedom, suggesting that the signatures in Fourier space of strong non-Gaussian velocity and energy dissipation statistics is due to non-trivial correlations among phase variables involving many degrees of freedom. The latter observation supports the idea that small-scale burst-like structures in turbulence need a high degree of entanglement among Fourier modes explaining why approximations based on quasi-Gaussian fluctuations as it is the case of WWT theory described in Section 5.1 and the Eddy Dumped Quasi Normal Markovian (EDQNM) Approximation models of Section 5.3.3 do not develop any intermittency.

5.2.2. Scaling in anisotropic flows

As we have discussed at length in this review, all flows are different in Nature. Even in the simplified assumptions of homogeneity, neglecting the effects induced by solid boundaries, the presence of confinement, rotation, stratification, coupling with other fields always introduces some anisotropy in the system. A very important technical issue is connected to the existence and quantification of scaling laws in such conditions. On one side, in the presence of some anisotropy, turbulent statistics cannot be fully universal, depending on the way the breaking of isotropy is introduced, e.g. by large scale shear, by buoyancy, rotation etc. On the other hand, the notion that all turbulent flows tends to recover some universal isotropic properties at small scales, regardless of the macroscopic details, has been a key concept for fundamental and applied turbulent research [2,3,5,134]. As such, anisotropic fluctuations are always connected to some degree of non-universality, i.e., dependence on the empirical set-up.

It is clear that anisotropy prevents us from calculating scaling properties independently of the selected direction. Similarly, one cannot imagine that there might exists a continuum of different scaling exponents as a function of the angle selected for the analysed direction. It is now well clarified that the only way to analyse scaling properties in the presence of anisotropic statistical fluctuations is to decompose the set of correlation functions in terms of the eigenvector of the group of rotation, SO(3) [456,523,524] and [134] for a review. Just to fix the ideas, let us consider the longitudinal velocity structure functions (45) in the presence of some anisotropic statistics. In this case, we must consider the whole dependency on the vector increment r and not only on its magnitude r. As a result, each $S^j_n(r)$, for any fixed r, can be decomposed in spherical harmonics $Y_{jm}(\theta, \phi)$, that forms an eigen-basis for functions on the sphere, being invariant under the transformations of the group of rotation SO(3) in $D = 3$:

$$S^j_n(r) = \langle (\Delta u)^j \rangle = \sum_{j=0}^{\infty} \sum_{m=-j}^{j} S_n^{j|m}(r) Y_{jm}(\theta, \phi)$$

where $S_n^{j|m}(r)$ represent the projection on the (j, m) SO(3) sector for any fixed scale separation. The decomposition (266) is exact and labels more and more anisotropic fluctuations by increasing j, starting from the case j = 0, m = 0 that is the purely isotropic one. Using symmetry arguments for the advection and diffusion operators in the NSE, one can argue that, for Re $\to \infty$, each projection in each different anisotropic sector will have its own scaling behaviour [525], opening the Pandora box of determining the scaling properties of each separate anisotropic sectors too:

$$S_n^{j|m}(r) \propto C^{j|m}_n r^{\zeta^{j|m}}$$

where we have assumed that the exponents cannot depend on the m-eigenvalue because of the arbitrariness in the definition of the orientation axis and the prefactors $C^{j|m}_n$ are non-universal dimensional constants. It is easy to see that in terms of the sector dependent scaling exponents, $\zeta^{j|m}_n$, the recovery of small-scale universal and isotropic fluctuations requires that a hierarchical organization exists, with exponents for high j-sector being larger than the isotropic one, $\zeta^{l|0}_n$ for any n. This is what has been measured in some experimental [524,526–529] and numerical data [530,531]. Nevertheless, a proper and systematic analysis of anisotropic small-scale fluctuations in different flow set-ups is still lacking and we do not know whether the scaling exponents pertaining to high-order anisotropy are universal or not. Recently, a novel efficient algorithm to perform the decomposition has been proposed and tested on high-resolution numerical data in [531], opening the road to the application of this systematic technique to other data-sets too. Both recovery of small-scale isotropy and universality of scaling exponents can be proved rigorously in the case of passive scalar and magnetic advection by a Kraichnan flow [134,418]. In the presence of a mean profile, the analysis is more complicated and less well-posed theoretically, due to the additional breaking of homogeneity too, see e.g. [532–535]. Similarly, in the presence of very strong anisotropy, as in the case of almost two-dimensional flows in strongly rotating turbulence, MHD, shallow layers or close to a solid boundary one might need to resort to the SO(2) decomposition in the homogeneous 2D directions to study anisotropic contribution in the plane [536].

5.3. Modelling

In this section we present a short survey of some of the main issues connected to cascades in turbulence models. In particular, we first briefly summarize the concept of backscatter in Large Eddy Simulations. Second, we describe two different attempts to attack multi-scale high Reynolds numbers turbulence based on deterministic simplified dynamical shell models and on statistical closure of two-point correlation functions (EDQNM approximation).
5.3.1. Large eddy simulations

A huge sector of research with many applications is represented by numerical methods introducing small-scale turbulent closures. The idea is to resolve the spatio-temporal evolution of the largest scales only, which goes under the name of Large Eddy Simulation (LES) [5,517,537–544]. The motivations to resort to LES can be both applied and theoretical, in order to reduce the number of degrees of freedom that need to be simulated for the former or to understand the sensitivity of the turbulent motion on the ultraviolet physics for the latter. Theoretical motivations include the possibility to have a sort of ideal infinite Reynolds number simulation, where the effects of an infinitely extended inertial range of unresolved scales is perfectly reabsorbed in a suitable model.

The literature on the subject is vast, starting from the early works in [539,545,546] and including recent attempts based on fully reversible closures (see [547] and reference therein).

Here we briefly summarize the main points connected to the presence of the forward/backward energy transfer by referring to the representation already introduced in Section 2.5.

In particular the key role is played by the modelling of the subgrid-scale (SGS) stress tensor in terms of the resolved fields, $\hat{u}^\ell$:

$$\tau_{ij}(\mathbf{u}, \mathbf{u}) \rightarrow \tau_{ij}(\hat{u}^\ell, \hat{u}^\ell)$$  \hspace{1cm} (268)$$

such as to be able to close the evolution (32) and solve for $\hat{u}^\ell$ only on a less refined grid. The degree of success of such a strategy is of course dependent on the model used for the SGS stress. There is an extensive literature discussing the state-of-the-art. Models are typically ad-hoc adapted depending on the different turbulent realization (see [5,517,540,541,545,548,549] for a series of text books and reviews on fundamental and applied aspects). The most popular (and robust) approach is based on the Smagorinsky closure [537] $\tau_{ij}(\hat{u}^\ell, \hat{u}^\ell) = -\nu_L(S)\hat{S}_{ij}$ where $\hat{S}_{ij}$ is the resolved stress tensor at the filter scale $\ell$ as defined after (35), $\nu_L(S) = \nu_0 (\ell/c_s)^3$, $\nu_0$ is a positive definite eddy viscosity and $c_s \ell$ is a dimensionless number. The Smagorinsky model leads to a positive definite SGS energy transfer (35), which cannot be exactly correct, as shown by a direct comparison with data coming from DNS of the full NSE equations. In Fig. 68 we show the PDF of the exact SGS energy transfer (35) as measured using the full field from high resolution DNS [550] and using two different filters $C^\ell(k)$, a sharp cut-off or a Gaussian filter as introduced earlier in this review in the discussion of (32). It is clear that the local (in configuration space) SGS energy transfer has strong fluctuations with both positive and negative tails, reaching values as intense as 30–40 times the standard deviation. This high fluctuating field is also visualized in the two right panels of the same figure. The presence of such strong fluctuations, order of magnitudes larger then the spatial mean, is a serious problem for the physical interpretation of the local quantity $\Pi^\ell(x, t)$. It is difficult to interpret the sign changes and the variations in the intensity as genuine fingerprints of the energy cascade in configuration space. This is because there is no clear meaning of local energy conservation and the statistics of $\Pi^\ell(x, t)$ is certainly strongly influenced by the advection term in (34) that will move kinetic energy across the volume. As a result, while the averaged properties over the whole volume have a clear physical meaning (36), the PDF shown in Fig. 68 must be interpreted with caution. On one side, the presence of a left negative tail must be connected to the existence of some sort of local backscatter events. On the other hand, one cannot strictly speak about a local inverse energy cascade, being the latter uniquely defined only as an average over the whole volume. This difficulty to build up a one-to-one correspondence between local properties of the SGS energy transfer and the cascade direction is particularly clear when one analyses the results from systems where both forward and backward cascades exist, as for rotating turbulence at small Rossby numbers. In the latter case, the PDFs of the SGS energy transfer show little differences in the two regimes, with the mean fluxes being always much smaller then the typical local fluctuations [269].

Nevertheless, it is considered key to have SGS models for LES which go beyond the Smagorinsky approximation and have a non-positive definite SGS energy transfer, in order to be able to reproduce some of the complex features shown by the exact data in Fig. 68.
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5.3.2. Shell models

Shell models have been introduced in the 70s as a suitable modelling of the Fourier-space dynamics of the Navier–Stokes equations [551,552]. They can be thought as drastic simplifications of the original Navier–Stokes equations by preserving only a few representative dynamical variables for spherical shells in Fourier space and keeping only local or quasi-local interactions. As a result, the geometrical structure in configuration and Fourier representations is lost, and only partial information among spectral properties is retained. Despite the drastic simplification, shell models have proved to share many non-trivial dynamical and statistical properties with the original Navier–Stokes equations, such as the presence of a forward energy cascade for models of 3D turbulence, the existence of a dissipative anomaly, the presence of intermittency with anomalous scaling for the shell velocity statistics [443,553–555], the presence of an inverse energy cascade for specific 2D models [556], and for suitable helical submodels [233,557]. There exist many extensions of hydrodynamical shell models to discuss also helical turbulence [16,20,558,559], MHD [559–562], thermal convection [563,564], rotating turbulence [207] passive scalars [565,566], superfluids [567,568] and many other flow configurations [3,226,510,511]. Shell models are also almost as difficult as the originalNSE to be considered from rigorous mathematical aspects. Indeed, only a few exact results are known about blow-up of the inviscid limit and regularity for all times, see e.g. [569–571]. In this section we simply summarize the general set-up for the simplest hydrodynamical back-bone.

As said, shell–models are a drastic simplification of the whole set of Fourier interactions of the original equations, reducing the embedding space to a logarithmically equip passion set of wavenumber shells, representing all degrees of freedom within $k_n < k < k_{n+1}$, where $k_0 = 2^n k_0$, and retaining only one (or a few) complex variables per shell, $u_n$. The equation of motion for one of the most popular models used nowadays [554] is given by:

$$\dot{u}_n = i k_n \left( 2 a u_{n+2} \xi_{n+1} + b u_n + u_{n-1} - \frac{c}{2} u_{n-2} - \nu k_n^2 u_n + f_n \right)$$

(269)

where the set of variables is limited in the IR and in the UV by requiring that $u_0 = u_{-1} = u_{n+1} = u_{n+2} = 0$ if the velocity shells exist only for $n = 1, \ldots, N$. On the RHS of (269) we recognize the viscous operator, $-\nu k_n^2$, the external forcing $f_n$ and the three non-linear quadratic terms with three free coefficients, $a$, $b$, $c$ which can be tuned such as when $\nu = f_n = 0$, the model has two quadratic invariants. The choice $a + b = c = 0$ guarantees that the non-linear evolution conserves the total energy $E = \sum_n |u_n|^2$. By changing $b$, $c$ and keeping $a = -b - c$, one can also obtain the conservation of the total helicity (as in 3D) or of the total enstrophy (as in 2D). Among the advantages of using shell models we must cite the possibility to extend the inertial range by using a small number of degrees of freedom. It is indeed easy to realize that thanks to the introduction of only a few degrees of freedom for each shell, the number of shell variables grow only logarithmically as a function of Reynolds number: $N \propto \log(Re)$. Because of that, shell models are often the only test-bed where proving quantitatively the robustness of scaling properties as a function of $Re$, and for measuring anomalous exponents with high accuracy. On the other hand, the restriction of the dynamics to a one-dimensional Fourier-chain, is a strong constraint on the energy cascade. For example, it is difficult to have models that are able to develop a robust inverse energy cascade, due to the different role played by the equipartition solutions for models with one single complex variable per shell [269] [233,556]. The possibility to have a critical discontinuous transition from forward to inverse cascade at changing the model’s parameters has been discussed by [179,182]. Shell models are also characterized by the presence of quasi-coherent instantaneous solutions that bring energy from large to small scales [572–575]. As a result, the energy transfer must be seen as the superposition and interaction of a statistical background plus quasi-coherent burst-like solutions travelling to small scales. This is similar to the dichotomy among random cascade multifractal models and coherent structures in NSE. We cite also attempts to build up shell models with a more complex network of shell interactions, trying to approach a closer description of turbulence dynamics also in configuration space. In particular, ultra-metric shell models have been proposed to reproduce the Richardson cascade in 3D [576,577] and models considering anisotropy and/or real three dimensional embeddings using nested polyhedra in Fourier space [578,579].

5.3.3. Eddy dumped quasi normal Markovian approximation

The Eddy Damped Quasi Normal Markovian approximation is a statistical closure that was developed to model isotropic turbulence [580,581]. A recent review can be found in [517]. It solves for the two-point correlation (energy spectra) of a statistically homogeneous and isotropic turbulent flow by assuming that the relevant statistical fields have a quasi-normal behaviour that allows to expand higher moments in terms of second-order moments and thus close the hierarchy of moments. Departures from normality (Gaussianity) is imposed by an eddy-damping term and a Markovianization step is used to ensure realizability of the two-point correlation moments. For 3D homogeneous isotropic and mirror-symmetric (non-helical) turbulence the equation for the evolution of the energy spectrum $E(k, t)$ is given by [207]:

$$\left( \partial_t + 2 \nu k^2 \right) E(k, t) = \int \frac{k}{pq} \theta_{pq}(t) b_3(k, p, q) \left[ k^2 E(p, t) E(q, t) - p^2 E(p, t) E(k, t) \right] dp dq$$

(270)

where $b_3(k, p, q) = (p/k)(xy + z^2)$ is the geometrical coefficient introduced by Kraichnan ($x$, $y$, $z$ being the cosines of the angles opposite to sides $k$, $p$, $q$ in the interacting triad) and

$$\theta_{pq}(t) = t/[1 + (\mu_k + \mu_p + \mu_q)t], \quad \text{with} \quad \mu_k = \nu k^2 + \lambda \left( \int_0^k p^2 E(p) dp \right)^{1/2}$$

(271)
with \( \lambda \) an adjustable parameter. The EDQNM equations have been extended for helical turbulence [207], two dimensional turbulence for both inverse energy and direct enstrophy cascades [582], MHD including the inverse cascade of magnetic helicity [406] to mention some of the applications. An anisotropic version of EDQNM approximation has also been applied to rotating flows [221].

Like the shell models examined in the previous section the EDQNM equations provide an oversimplification of the NSE. Nonetheless, they provide a tractable and very powerful tool to study high Reynolds number flows that go well beyond what can be attained with DNS nowadays. Unlike shell models, due to the assumed quasi-normality EDQNM cannot develop any intermittency. On the other hand, the EDQNM equations have the advantage to take account nonlocal interactions, thus they provide a more realistic model for flows where widely separated scales are coupled. Recently, the EDQNM equations have been used to study the energy transfer properties of homochiral turbulence [209,230]. EDQNM can thus provide an indispensable tool to study transitions of cascades at high \( Re \).

5.4. Cascades in bounded flows and with multi-scale injections

In the presence of solid boundaries, the assumption of homogeneity and isotropy is lost and one needs to cope with a series of new phenomena connected to the possibility to have a net transfer of momentum in the direction of the wall. The literature concerning the energy–momentum balance in wall bounded flows is huge. A series of recent reviews of numerical, experimental and theoretical ideas can be found in [583–585]. Here we want to summarize only the major new problems arising in such a situation and to connect them with the phenomenological set-ups discussed in the main part of this review.

Channel flows. Let us fix the notation for this important set-up by supposing to have a channel flow with periodic span-wise boundary conditions and two boundaries at \( y = \pm \Delta_y \). The stream-wise stationary mean velocity profile averaged over a plane parallel to the wall at a given height \( y \) will be denoted as \( U(y) \) while the fluctuating stream-wise, wall-normal and span-wise components as \( u = u_1, v = u_2 \) and \( w = u_3 \) respectively. One can then write a height-dependent kinetic energy balance [5], generalizing the global balance (8):

\[
-\langle uv \rangle \frac{dU}{dy} - \frac{1}{2} \frac{d}{dy} \langle u_i u_i \rangle + \frac{\nu}{2} \frac{d^2}{dy^2} \langle u_i u_i \rangle - \frac{d}{dy} \langle pv \rangle - \langle \epsilon(y) \rangle
\]

(272)

where all averages (\( \langle \cdot \rangle \)) in this section are meant only along the homogeneous directions \( x, z \) and \( \epsilon(y) = \nu \langle \partial_y u_i \partial_y u_i \rangle \) is the dissipation at the given height. By introducing the definition of the turbulent kinetic energy flux: \( \phi(y) = \frac{1}{2} \langle u_i u_i \rangle - \frac{\nu}{2} \frac{d}{dy} \langle u_i u_i \rangle + \langle pv \rangle \) one can rewrite the above equations in a conservative form:

\[
\frac{d\phi(y)}{dy} = -\langle uv \rangle \frac{dU}{dy} - \langle \epsilon(y) \rangle
\]

(273)

from where it is clear that energy is also transported to/from the wall due to the possible local imbalance between the production and the dissipative term on the RHS of (273). The main source of difficulties is in the coupling among the mean profile and turbulent stress, \( \langle uv \rangle \frac{d}{dy} \) which is a multi-scale source of energy, dependent on the distance from the wall. On top of this spatial transfer, we must consider the transfer among scales, which couples mean profiles to smaller and smaller scales at any given height. As a result, one speaks about a scale-by-scale energy budget [586,587] which is now position dependent, making the global phenomenology much more complicated than for the homogeneous cases. Following [586,588] one can derive the generalization of the von Kármán–Howarth–Monin relation (24) to this non-homogeneous and anisotropic case. The resulting scale–by-scale balance between the transfer, production and dissipative terms has been extensively studied as a function of the distance from the wall \( y \) using DNS in the recent years (see [587] and references therein). Two different kinds of scale energy fluxes have been identified: that connected to the transport of energy in physical space, and that related to the transfer across the spectrum of turbulent scales. The former is the scale-by-scale extension of the classical turbulent transport across the channel. The latter describes different forms of energy transfer which occur in a wall–bounded turbulent flow, thus generalizing the concept of the energy cascade in HIT. A certain scale at a given distance from the wall receives energy by three mechanisms: (i) from the spatial flux (ii) from the inter-scale non-linear transfer and (iii) by the interaction with the mean flow or by possible external stirring mechanisms. In steady conditions, the above dynamics must be balanced by the local energy dissipation. Furthermore, each kind of scale-energy flux is influenced by two different contributions: inertial and diffusive which have different relative importance in the viscous layer, buffer region, log-layer or bulk region. In particular, the buffer layer is the region where energy is produced and transferred to adjacent zones (towards and outwards the wall). In the log-layer, production and dissipation are in scale–balance, in the sense that at each given scale, there is no important exchange of energy in the wall-normal direction. On the other hand, the spatial flux is key for turbulence in the bulk region. In fact, the excess production in the buffer layer crosses the log-layer to reach the bulk of the flow. The latter can be seen as a sort of inverse energy cascade, from small eddies in the buffer layer to large eddies in the bulk. In the space of scales, the production range is always followed by a nearly classical Kolmogorov transfer range, ended by dissipation at the local dissipative scales. The presence of the energy transfer to/from the wall and across different scales is at the basis of the celebrated Townsend attached eddy hypothesis [588], where the simultaneous energy and momentum transfer across space and scale is phenomenologically described in terms of a superposition of a forest of eddies of size comparable to their distance from the wall. The attached eddies would then be responsible for the inverse energy cascade from small eddies (the ones
close to the wall) to larger ones, with the double effect of moving energy to larger scales and away from the wall. This model has been revisited theoretically and studied both numerically and experimentally in a series of recent works [590–593] where clear evidences concerning the existence of log-laws also for high-order moments in the turbulent boundary layer have been presented, including the possibility to extend the scaling beyond the log-layer, i.e. in bulk and buffer regions, using Extended Self Similarity [594].

A channel flow is only one of the many instances where turbulence is fed by multi-scale injections, other paradigmatic examples are given by natural convection [303], turbulence with power-law [595,596] or fractal forcing [597] and atmospheric flows with simultaneous energy injections due to three dimensional small-scale or two-dimensional large-scale instabilities [174,319,598,599].

Convection. Natural convection is a paradigmatic case where the buoyancy term injects kinetic energy at all scales. For standard convective set-ups, driven by a hot boundary on the bottom and a cold one on the top, the energy budget is similar to that described for bounded flows, with an additional term due to the coupling with temperature fluctuations. The small-scale phenomenology is dependent on the dimension of the embedding space. In 2D, energy dissipation is vanishingly small for large Reynolds numbers, and the energy flux is balanced by the buoyancy term, leading to a Bolgiano scaling (171) as discussed in the section devoted to unstably stratified flows [128,303]. In 3D, the forward energy cascade is dominant in the bulk, leading to a classical local Kolmogorov $-5/3$ spectrum (170). Close to the walls, the Bolgiano length becomes of the order of the distance from the wall and the horizontal velocity and temperature fluctuations go back to a Bolgiano 2D-like regime [324]. Kolmogorov forward cascade (in 3D) or Bolgiano (in 2D) scaling are measured also for purely homogeneous convection, in the absence of boundaries and with an imposed mean temperature profile in the whole cell or for the similar non-stationary set-up of Rayleigh–Taylor turbulence [328,600–602].

Power-law stirring. Randomly stirred fluids with a power law energy injection rate have been mainly studied for theoretical reasons. Renormalization Group techniques are based on perturbative expansions around a solution where forcing is dominating at all scales [603–605]. Depending on the scale-by-scale energy injection intensity, the non-linear 3D cascade can be leading or sub-leading. In the latter case, scaling exponents change and the turbulent spectrum follows the scaling imposed by the forcing power law correlation [595,606]. If the non-linear K41-like transfer is leading, spurious sub-leading effects induced by the multi-scale forcing might nevertheless lead to complex Reynolds number dependent scaling properties [596,607,608].

Atmospheric flows are another paradigmatic case where energy can (is) injected at multiple scales by different mechanisms. Some of them, connected to stratification have already been discussed at length in this review. In 3D layers, as for the atmosphere, 3D and 2D phenomenologies are both relevant. Aircraft measurements [77] reveal that energy spectra in the troposphere develop two power laws, $-5/3$ at mesoscale wave numbers and $-3$ at larger –synoptic – scales, even though both regimes should already be quasi-2D. In a pure 2D framework, the presence of $-3$ spectrum at large scales, followed by a $-5/3$ at small scales, can be interpreted as the superposition of two fluxes due to two injection mechanisms [174]: one at small scales producing the inverse 2D energy cascade and one at large scales producing a direct enstrophy cascade. The final combination results on the existence of an intermediate range of scales where the two opposite fluxes coexist.

5.5. Guided tour across different turbulent systems

In this section we give a short “guided tour” of different systems that display a turbulent cascade that go beyond turbulence described by the Navier–Stokes equations. The aim of this section is only to point to different relevant research directions and give some key references without attempting in any way to present a complete review of these fields.

5.5.1. Gravito–Capillary surface waves
Gravito-capillary waves are observed at the surface of any fluid due to the combined effect of gravity and surface tension and represent another system where wave turbulence theory can be applied. The wave dispersion relation is:
\[
\omega^2_k = g k + \gamma k^3 / \rho
\]
where $g$ is the gravity $\rho$ is the density of the fluid and $\gamma$ is the surface tension. In principle gravity waves and capillary waves can be treated separately if different scales are considered ($k \ll \sqrt{g \rho / \gamma}$ and $\sqrt{g \rho / \gamma} \ll k$) so that either gravity or surface tension is dominant. Indeed different energy spectra have been derived for gravity-wave [460,609,610] and for capillary turbulence [611,612]. An important difference between gravity-wave and capillary turbulence is that for the former three wave interactions are absent and the flow is dominated by four-wave interactions. As a result there is an additional invariant result related to the wave action that is predicted to cascade inversely [610,613]. In the recent years, gravito-capillary turbulence has been tested in various limits in carefully designed experiments [614–621]. To isolate gravity from capillary effects large basins [622–624] or zero gravity environments [625] were used, respectively. These experiments provided means to compare with the theoretical predictions and against numerical simulations [613,626,627]. Finally, we note that evidence for a split energy cascade has been observed in gravito-capillary turbulence [96,97] on the surface of liquid Helium. A recent review of these experimental results can be found in [628].
5.5.2. Quantum turbulence

Quantum turbulence describes the turbulent motion of quantum systems such as superfluid helium and atomic Bose–Einstein condensates, which show the presence of quantized vorticity, superfluidity, and two-fluid behaviour for non-zero temperature. There are three main characteristics that distinguish quantum from normal fluids: (i) at any finite temperature the system is composed of a normal and superfluid component, (ii) the superfluid can flow without the effect of viscous forces, and (iii) the local vorticity is concentrated in thin vortex lines with quantized circulation such that \( \oint \mathbf{u} \cdot d\mathbf{r} = h/m \) where with \( \mathbf{u} \) we denoted the quantum component, \( h \) is the Planck’s constant, \( m \) the mass of the boson and \( C \) a closed loop around the vortex line. There are three main physical set-ups where quantum turbulence is observed: \(^4\)He, the B-phase of \(^3\)He and ultracold atoms. The physical problem is old, being observed for the first time in 1957 by [629]. The are two main mechanisms to dissipate energy in quantum flows, either by mutual friction with the normal component, \( \mathbf{u}_n \), or by Kelvin waves along vortex lines which might lead to acoustic emissions at large \( k \). In the weak amplitude limit, Kelvin waves can be studied by weak wave-turbulence discussed in Section 5.1.

Different equations are used to describe quantum fluids and quantum turbulence depending on the physical set-up. The Gross–Pitaevskii (GP) model is considered a good description for the zero temperature limit of an interacting Bose–Einstein condensate, introducing an additional quantum-pressure effect. GP equations have been used to describe atomic condensates [630,631] including the effects of a dual cascade of energy and helicity triggered by Kelvin wave interactions [632,633]. At mesoscale, an approach based on a vortex filament model is also often used [634] where at zero temperature a vortex line moves due to the self-induced Biot–Savart law plus some algorithmic rule to allow reconnection with close-by vortex lines [635]. Finally a macroscopic two-fluid approach developed by Hall–Vinen–Bekarevich–Khalatnikov is employed to describe the large-scale evolution of both normal and superfluid components at any non-zero temperature, coupled by a mutual friction term [636]. Both viscosities and densities strongly depend on temperature for quantum flows. As a result, different regimes are possible. For very small temperature, both \(^4\)He and \(^3\)He are mainly made by a single superfluid component, energy is dissipated by vortex reconnection [637] which triggers acoustic emissions due to a forward cascade of Kelvin waves [638–644]. At higher temperature, the normal component of \(^3\)He has a relatively high viscosity. As a result, Kelvin waves can be adsorbed by the mutual friction with the normal fluid and at temperature high enough turbulence is completely suppressed [645,646]. High temperature \(^4\)He is described by two fluids that are both turbulent, energy is exchanged among the two components in a highly non-trivial way by mutual friction, leading to an enhancement of intermittency in some temperature ranges [647]. Because of the complicated superposition of different physical mechanisms, the spectral properties of quantum turbulent flows are still debated. In many experimental and numerical cases, a \(-5/3\) slope is observed as for the classical turbulence [648–652]. For \(^3\)He, the presence of a strongly damped normal component might induce non-local effects in the energy transfer with a modification of the spectral slope as recently shown by numerical simulations in [653]. A recent experimental theoretical and numerical review on this relatively young field can be found in [654].

5.5.3. Elastic wave turbulence

Elastic wave turbulence refers to the evolution of deformations in elastic materials [655] in 2D and 3D systems. Such materials sustain waves that interact and transfer their energy at different scales much like hydrodynamic turbulence. The energy is composed of the kinetic and the elastic energy that is not quadratic in the amplitude of the deformation, but higher-order terms are also present. In recent years a lot of research has focused on the evolution of elastic wave turbulence in elastic plates. The reason for this interest is that recent experimental advancements using profilometry techniques [656,657] allowed to measure deformations in the entire plate. This technique gives access to full space information contrary to the previous state-of-the-art restricted to few-point-measurements. Thus experimental data can be Fourier transformed to obtain spatial energy spectra in exactly the same way as in numerical simulations. Elastic wave turbulence thus provides a unique opportunity where theoretical work based on weak wave turbulence can be tested [658]. Relations similar to von Kármán–Howarth–Monin relations have been derived in [659] and compared with experimental data in [660–666] and with numerical simulations in [658,664,667–671]. This crossing of theory, experiments and numerical simulations has brought up number of issues such as the effect of finite dissipation coefficients and the role of coherent structures in the formation of the spectrum that are often neglected in theoretical work.

5.5.4. Compressible and relativistic turbulence

A vast area of research in fluid mechanics is devoted to compressible flows, that we have only partially addressed in this review concerning the study of passive scalars in Section 4.7.5. The argument is so vast that cannot be usefully summarized here. We briefly mention the potential applications to fusion [672], supersonic aircraft design [673], reactive flows at high temperature [674] and in many astrophysical problems, from stars formation to the interstellar medium [675–677]. Moreover, all relativistic fluids are also obviously compressible as those encountered in gamma-rays burst, pulsars and quark–gluon plasmas [678–680]. The main theoretical issue in compressible turbulence is connected to the existence of anomalies for viscous dissipation and for entropy production. Recent results have revealed exact relations for compressible turbulence [681–685] and a flux-loop condensate state (see 15) has been observed in [285]. Furthermore a novel and comprehensive theoretical analysis of both compressible and relativistic turbulence has been presented in [686,687]. For compressible turbulence, the analysis is based on a coarse-grained version of the Euler equations as defined in Section 2.5 to show that standard conservation laws are broken by turbulent anomalies and that the kinetic energy is dissipated by a
cascade of a different mechanism called pressure defect. Anomaly in the entropy conservation is also argued to exist due to an input of negative entropy by pressure work and a successive cascade to small scales. For relativistic flows, it is possible to show [686,687] that the Lorentz covariance is broken by the regularization induced by the scale-filtered fields and that it is restored by sending the size of the filter $\ell \to 0$ in (31). Also, one can show that the anomalous heat input into the internal energy for the relativistic equations coincides with the anomalous dissipation in the non relativistic where the speed of light $\to \infty$. The reader is referred to the two papers [686,687] and references therein for a deeper analysis of this emerging fields. For a series of recent simulations and analysis on the multiscaling properties of compressible flows see [135,481,482,688–691]. Finally we mention the recent results on general relativity [692] where wave turbulence has been applied to gravitational waves and an alternative mechanism to inflation has been proposed.

5.5.5. Active matter

The study of motile (self-propelled) living micro-organisms or artificial colloids has many important connections with fluid dynamics since the pioneering works of [693]. In many biological and engineering applications, the motion develops at very small Reynolds numbers and the active agents are diluted. Nevertheless, many important issues are considered open, in particular connected to the influence of the flow on the behaviour of the micro-organisms both at level of single swimmers or for an entire population, e.g. concerning the combined effects of flow and gradient-sensing for chemotaxis or for the optimization of colloids motion in micro-suspensions of active particles [694]. In dense active suspensions, non-linear feedback on the flow can be triggered and controlled by the activity of the swimmers, leading to the so-called bacterial-turbulence regime, resulting in complex rheological properties depending on the propulsion mechanism. It is important to stress that the word turbulence it is sometimes abused, being – in most cases – the complexity the result of the active swimmers action more than the outcomes of a genuine non-linear flow transfer. Pusher, like bacteria, tend to decrease the fluid viscosity while pullers, like bi-flagellate algae, enhance it [695]. When the concentration of swimming micro-organisms becomes sufficiently large, the individual motion self-organize in macroscopic patterns typical of fluid dynamics, including vortices and turbulent motion [696,697] with typical velocities larger than the swimming speed of the single swimmer. The study of these regimes is at its infancy and we do not have quantitative validated models able to describe on the continuum the evolution of the complex flows. Evidence of inverse energy transfer with helical properties have been reported both using experiments and numerical approaches [698]. Recently a continuum model has been proposed for bacterial turbulence at high concentration [699] and derived from the microscopic dynamics [700], which qualitatively reproduces several features observed in the experiments, while models for semi-dilute suspensions are still not fully developed. Recent reviews for this rapidly evolving field can be found in [701,702]

6. Conclusions and open problems

In this review we have classified many different turbulent systems in terms of their common and distinguished cascade properties, making clear what the shared phenomena behind the presence of direct/inverse cascades, split and multiple cascades, bi-directional transfer, flux-loop, condensates and quasi-equilibria states are. This grouping has been made possible thanks to the precise set of definitions and classifications given in Sections 3.6 and 3.7 that we hope will provide a common glossary for the different communities working in each particular application. Using this unified approach we have reviewed recent numerical, experimental and theoretical results in seven different key turbulent configurations, listed in Section 4, and in Section 5 we have also briefly mentioned applications to other emerging fields where non-linear cascades develop. To conclude our work, we list a series of open problems that have risen based on the new knowledge that we have reviewed in this work.

• Critical transitions. For most of the applications discussed in Section 4 that displayed a change in the cascade direction, the transition was shown to occur at a critical point, either as a 1st order, e.g. in Section 4.1.3, or in a continuous way as for the cases discussed in Sections 4.2, 4.3, 4.4, 4.6.4. We note however that this conclusion is only based on very few numerical evidences. Convergence to a critical transition has been demonstrated only in [21,33,68,69] where the existence of a critical point was supported by the comparison of larger and larger box-sizes and in the limit of larger and larger Re, $R_{\ast}$. Even in those cases, the values of the Reynolds number examined were rather moderate due to computational limitations in 3D simulations or they were restricted to examine 2D-configurations to be able to reach larger scale separation. It would then be very desirable to have a more firm demonstration of criticality from numerical simulations and/or experiments for all cases discussed in Section 4.

Most importantly, there is a lack of theories that support the existence of criticality, explain quantitatively how these out-of-equilibrium (phase) transitions take place and predict their exponents and their universality class (if any). In all the examined cases that displayed critical behaviour there was a competition between different channels, some that transfer energy to large scales and some to small scales. One paradigmatic example being rotating turbulence where the competing different channels are the 2D slow and 3D fast manifolds and the homo and heterochiral triads as discussed in Sections 4.3, 4.3.4 and 4.1. Furthermore, as was suggested in Section 4.2.3 by analysing a model system, the dominance of a forward or backward transfer is restricted to some special regions in configuration space and the interactions between these competing transfer processes display predator–prey dynamics, as has recently been claimed for the transition to turbulence in Couette and Poiseuille flow [703–706], and thus some of these cases
could fall in the universality class of directed percolation [707] as suggested by [708] for sub-critical instabilities in turbulence. Nonetheless all these possibilities remain at a speculative level and they need to be further explored.

Finally, although the two different limiting behaviours (forward and inverse cascading) have been confirmed experimentally for some important systems, including thick layers and rotating turbulence [34,76,81,276] we still lack a systematic study of the energy flux behaviour close to the critical point. An experimental realization of such a study for a model system would provide invaluable help for confirming the existence and the understanding of critical phenomena in out-of-equilibrium turbulent flows.

**Phase space diagram of rotating and stratified turbulence.** Rotating and stratified turbulence is perhaps the most important applied turbulent system that calls for a deeper understanding. The reason being that most stellar and planetary (including our earth’s atmosphere and ocean) flows have a non-negligible rotation and stratification. To this day, we have a partial control of some limiting situations only, like the zero rotation or zero stratification limit, and for some other intermediate (relatively isolated) cases. Nonetheless, the phase-space is very large with Rossby, Froude, H/ℓin, Re being only a few of the parameters involved. A systematic coverage of this large parameter space would be invaluable for any large-scale atmospheric and oceanic modelling.

**Non-quadratic invariants.** Most of our discussions in this review has been focused on quadratic invariants like energy, enstrophy, etc. Nonetheless in many cases non-quadratic invariants also exist like all the high moments of vorticity in 2D turbulence (Section 3.2) and the second and higher moments of potential vorticity in stratified flows (Sections 4.4, 4.5). Furthermore for non-Boussinesq or compressible flows even the energy ceases to be a quadratic invariant as it depends on the product of the density and the square of the velocity. For cubic or quartic invariants a Fourier description of the cascade is not adequate, as the invariant is not any more diagonal in Fourier space and it is expressed in terms of products of modes at different wavenumbers. Most descriptions of such cases are thus limited to configuration space [39,682,686,687]. How these higher-order invariants influence the transfer processes is still at large unknown and extensive research in this direction is required.

**Anisotropic cascades.** An issue that has come up often in this review is concerned with the difficulty to have a precise description of a cascade in the presence of anisotropy both for quantifying the energy spectra and the flux in different directions. As of now, this has been attained only for limiting cases where the cascade is constrained to mainly develop either on k∥ or k⊥, as in weak turbulence, in MHD (see Section 4.6.3) and rotating turbulence (Section 4.3.2). The general anisotropic case remains ambiguous. Attempts to describe anisotropic cascades by means of a critical balance fall short in many respects in giving precise predictions. It is fair to say that in most anisotropic cases as discussed in Sections 4.2–4.6 we do not have complete quantitative predictions of the 2D spectra E(k∥, k⊥) or of the fluxes in the perpendicular and parallel directions except, perhaps, for some asymptotic limits when k∥, k⊥ → ∞, which are difficult to realize in realistic empirical set-ups.

**Condensates and thermal equilibrium states.** In many of the examined flow configurations we came across systems that are close to an equilibrium state, often including the formation of condensates (see Section 3.2). To what extent these systems can be described by equilibrium statistical physics such as a Gibbs ensemble is still only conjectural. Furthermore, many of the systems developing a condensate saturate to a flux-loop mechanism (see Sections 4.2.4, 4.3.5). These cases, although they have almost zero flux, they are far from an equilibrium state. Further research in these directions would certainly be beneficial for our understanding of such configurations that arise in many flows in Nature.

**Quasi-2D Flows** Flows close to exactly 2D are met in thin layers (see Section 4.2), rotating turbulence (Section 4.3) or in the presence of strong magnetic fields (Section 4.6). In these cases, on can prove analytically that below a critical Re, the flows will be exactly 2D with all 3D perturbations decaying exponentially. In the presence of rotation, strong magnetic fields, or simply for very thin layers this critical Re, however can be very large so that the 2D field has fully developed turbulence. For Re close to Re, the 3D field exhibits a strong spatio-temporal intermittent behaviour such that 3D turbulent puffs appear locally in space and time. The 3D energy E3D in this case scales like a high power-law exponent β with the deviation from the onset E3D ∝ (Re−Re)β. This exponent β still lacks any quantitative theoretical explanation.

**Intermittency.** We could not close this section without mentioning intermittency whose origin still remains poorly understood. In this review we have mainly focused our attention to low-order moments, such as the spectra and the fluxes, because these are believed to be enough to control the basic properties of the flow behaviour. Still, one cannot exclude that close to a critical point rare but intense intermittent fluctuations might influence the way the transition happens. The latter is a fully open problem that would need to be studied in highly simplified models first. We only briefly discussed in Section 5.2 the problem of controlling the statistical properties of high-order moments, a fact that is also important concerning the quantification of the out-of-equilibrium contents of intense rare fluctuations. Although many of the turbulent intermittent properties can be described by the multi-fractal phenomenology, a derivation from first principles of the origins and properties of anomalous scaling and intermittency is far from being achieved. Moreover, very few numerical and experimental studies exist, which quantify intermittency in anisotropic flow configurations, as the ones discussed in the application section of this review 4 and in the methodology section concerning anisotropic scaling properties in 5.2.2.
We hope this review will trigger new studies in this fascinating world at the border between non-linear fluid mechanics and out-of-equilibrium statistical mechanics, where turbulent flow configurations key for geophysical, astrophysical and engineering applications display properties common to many other systems in Nature, coexisting in different statistical or dynamical phases and developing critical transitions among different asymptotic behaviour at changing the control parameters. Understanding such a criticality is the first step toward controlling and optimizing.
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