Interface energy in random systems
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We study the interface energy \( \sigma \) as a function of disorder in two-dimensional Ising-type systems at \( T=0 \) for the percolation and frustration models. Our approach consists in calculating this energy for long strips of varying widths by a random sampling method, then extrapolating the results. In the weak-disorder limit, very wide strips may be studied and accurate values are obtained for the first-order correction to the interface energy in both models. Only moderate widths (up to \( N=9-10 \)) can be studied in the general situation and we use finite-size scaling to analyze the data in the region of the threshold, where \( \sigma \) vanishes with a critical exponent \( \nu \). For percolation, we obtain \( \nu/\nu=0.98 \pm 0.05 \), where \( \nu \) is the correlation-length exponent, in agreement with Deutscher and Rappaport’s proposal that \( \nu=v \) exactly. The analysis of the results is more difficult in the case of frustration, because size effects are important and the scaling region is not reached for \( N=9 \). Our data show that Monte Carlo results for \( \sigma \) are unreliable and that much care is necessary to reach firm conclusions on the frustration threshold \( x_c \), or the exponents \( \nu \) and \( v \).

I. INTRODUCTION

The notion of an interface energy in random systems arises in a number of contexts, e.g., the domain-wall energy in a dilute Ising-type ferromagnet and the fracture energy in a solid containing a density of defects (when long-range bonding forces do not dominate). It is also directly related to the critical current density in models of dilute superconductors and of superfluid flow in a porous medium, and it has been studied in systems with competing interactions, in connection with the spin-glass transition. Many interesting questions remain to be answered. For instance, it proves difficult to obtain explicit results even for weakly disordered systems, whereas this is easy for the bulk free energy or magnetization. The origin of the difficulty is that an interface is a global object and this has deep consequences on its behavior. Also the interface energy is the difference between two bulk energies, and its numerical evaluation is often not very accurate, except in some simple situations. In particular, it is difficult to use Monte Carlo methods for frustrated systems, because one has to perform the difference between the results of two separate runs.

Here we propose an approach that relies on the transfer-matrix method for systems of finite width. This method has now been applied to a large number of problems and in conjunction with finite-size-scaling ideas, it yields accurate results for critical properties with a reasonable amount of effort. Previous works focused mostly on such quantities as the correlation or connectivity length, the specific heat or the susceptibility, but the method may be generalized to many physical properties, once a suitable formulation has been found.

To illustrate the approach and make explicit calculations, we choose as representative interface the domain wall in an inhomogeneous magnetic system. We consider in detail two models on the square lattice at zero temperature: the bond-diluted ferromagnet (the percolation model), for which a lot of precise results are available, and the frustration model much studied in connection with spin-glasses, for which the situation is more controversial.

Two regimes are of particular interest in such systems. In the weak-disorder limit, only a very small fraction \( x \) of the bonds are modified and it is plausible that the interface energy \( \sigma \) varies linearly with \( x \): 

\[
\sigma = \sigma_0 (1 - ax + \cdots ) .
\]

This linear correction turns out to be correct, but in both models its calculation is more intricate than one would expect and is a challenging problem by itself. It is possible to give a formulation somewhat similar to the solid-on-solid model of crystal-growth...
theory,\textsuperscript{14} which reduces considerably the complexity of the calculations. Very wide strips (up to $10^3$) can thus be studied and the value of $d\sigma/dx$ for the two-dimensional system is obtained through a direct extrapolation. It depends on the details of the model, but the formulation of the problem and the method used may be of general interest: The important point is that in spite of the weakness of the disorder, a simple effective-medium-type approximation does not seem feasible and the interface properties are intrinsic to the disordered system.

The second regime corresponds to the region of the threshold $x_c$ where $\sigma$ is expected to vanish with a characteristic exponent $v$ (we follow the notation introduced for the critical-current density\textsuperscript{2-4}):

$$ \sigma \sim A (x_c - x)^v .$$

For strips of finite width, the interface energy remains finite at $x_c$ and is still sizable in the critical region for the largest widths we can study ($\lesssim 10$). A scaling analysis of the size dependence is then necessary to extract $\sigma$ from our data. Such an analysis is easy in the case of percolation because the threshold is known exactly as well as the correlation-length exponent $\nu$ which plays a key role in the scaling equations. The result agrees with the proposal\textsuperscript{2,15} that in two dimensions $v = \nu$, which is also corroborated by Monte Carlo simulations\textsuperscript{3} and scaling studies on finite cells.\textsuperscript{4} In the case of frustration, the same type of analysis is less conclusive, partly because the threshold $x_c$ is not known accurately and the exponent $v$ has not been determined. Also, it suggests that size effects are much more important in frustrated systems than in their dilute counterparts.

This paper is organized as follows. In Sec. II the models studied are defined and several possible definitions of the interface energy are discussed. The transfer-matrix approach is explained and used to compute $\sigma$ analytically for the simplest cases. It is shown in the next section how the problem may be simplified in the weak-disorder limit. The coefficient $a$ of the linear term in Eq. (1) is calculated, exactly for narrow strips and by a random sampling method for large strips. Section IV is concerned with the critical region. We write the finite-size scaling equations for $\sigma$ and use them to analyze the data obtained on random samples. The results are discussed and compared with other approaches.

II. DEFINITIONS AND PRINCIPLE OF THE METHOD

A. Definitions

The systems considered are defined by Hamiltonians of the type

$$ \mathcal{H} = - \sum J_{ij} S_i S_j ,$$

where $S_i$ are Ising spins on the sites of a square lattice. The nearest-neighbor interactions $J_{ij}$ are independent random variables; for the dilute ferromagnet their probability distribution is

$$ P(J_{ij}) = (1 - p) \delta(J_{ij}) + p \delta(J_{ij} - J) ,$$

while the frustration model corresponds to

$$ P(J_{ij}) = x \delta(J_{ij} + J) + (1 - x) \delta(J_{ij} - J) .$$

In a pure ferromagnet the interesting quantity is the temperature dependence of the interface free energy,\textsuperscript{16,17} which may be defined in several ways that become equivalent for large systems. In the first definition [Fig. 1(a)], one fixes the orientation of the spins on two opposite sides of a sample of length $L$, and $\sigma$ is obtained from the difference between the free energy $E(+-)$ of the configuration where the spins of the two boundaries point in opposite directions and $E(++)$ of the configuration where they all point in the same direction:

$$ \sigma_{sc} = [E(+-) - E(++)]/L ,$$

where $sc$ stands for rigid boundary conditions. In the other standard definition, the boundary conditions (b.c.), are, respectively, periodic (pc) and antiperiodic [Fig. 1(b)]:

$$ \sigma_{pc} = (E_{\text{anti}} - E_{\text{per}})/L ,$$

which has usually the advantage to minimize size effects.

Here, for inhomogeneous systems, we fix $T=0$ and study the interface energy as a function of the
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\caption{Different types of boundary conditions (b.c.) that may be used to define the interface energy: (a) rigid b.c.; (b) periodic (P) and antiperiodic (AP) b.c.; (c) free b.c. The interface energy is given in all cases by the energy difference between the bottom and top configurations.}
\end{figure}
concentrations \( p \) or \( x \). The preceding definitions, Eqs. (6) and (7), remain well suited to these systems when the interactions are positive or zero. When ferromagnetic and antiferromagnetic interactions coexist, a more general definition is in principle better.\(^{18}\) One starts from the configuration that minimizes the total energy with free boundary conditions at the surface, then reverses the spins on one edge while holding the other edge fixed [Fig. 1(c)]. The interface energy (at \( T=0 \)) is equal to the energy increase between the initial state and the state that minimizes the energy with the new boundary conditions. For diluted ferromagnetic interactions, it is equivalent to the rigid b.c., but not for the frustration model. This general definition [Fig. 1(c)] is, however, not tractable by our methods, so we use the definitions (6) and (7) even for the frustration model. These should be adequate as long as long-range ferromagnetic order exists, but they may be problematic to study the existence of a spin-glass phase.

**B. The transfer-matrix method**

The transfer-matrix approach for disordered systems has been described in some detail in a previous paper\(^ {19}\) where it was shown how the free energy of an infinite strip may in general be obtained from the limiting behavior of a product of transfer matrices. A simpler formulation can be given in the \( T=0 \) limit. The Hamiltonian for a strip of width \( N \) is of the form

\[
\mathcal{H} = \sum_k (h_k + g_{k,k+1}) .
\]

Here \( h_k \) contains the interactions inside column \( k \):

\[ h_k = - \sum_{i=1}^{N} J((k,i),(k,i+1)) S_{k,i} S_{k,i+1} , \]

where \((k,i)\) denote the integer coordinates of a site, and \( g_{k,k+1} \) the interactions between spins in the same row \( i \) but in successive columns:

\[ g_{k,k+1} = - \sum_{i=1}^{N} J((k,i),(k+1,i)) S_{k,i} S_{k+1,i} . \]

Let us call \( E_L(\mathcal{E}) \) the ground-state energy of a semi-infinite strip going from \((-\infty)\) to column \( L \) when the spins in the last column have a given configuration (\( \mathcal{E} \)). Recurrence relations exist between successive sets of \( E_L \),

\[
E_{L+1}(\mathcal{E}) = h_{L+1}(\mathcal{E}) + \min_{(\mathcal{E}', \mathcal{E}'')}[E_L(\mathcal{E}') + g_{L,L+1}(\mathcal{E}', \mathcal{E}'')] .
\]

The principle of our calculation is to generate the interactions at random according to the distributions (4) or (5) and iterate relation (9) to obtain \( E_L(\mathcal{E}) \). After a large number of iterations, the average of \( E_L/L \) over the distribution \( P(J) \) is automatically performed, since (9) defines a Markov process with a finite number of states\(^ {19}\)—every state corresponds to a choice of the (integer and bounded) differences \( E_L(\mathcal{E}) - E_L(\mathcal{E}') \) for all pairs \((\mathcal{E}, \mathcal{E}')\).

For a given width, the accuracy on the ground-state energy is only limited by the length of the strip studied (supposing a perfect random-number generator) and in practice, a length of \( 10^4 \) provides satisfactory results. Moreover, since we compute exactly the ground-state energy with both sets of boundary conditions on the same sample, the finite length is the only source of error in the interface energy. This is in contrast with conventional Monte Carlo simulations\(^ {8}\) where it is not practical to obtain the true ground state for samples larger than about \( 20 \times 20 \), and the accuracy on \( \sigma \) is rather low because it is obtained as the difference between two energies calculated independently.

As a check on the present approach, we have computed the ground-state energy for the frustration model at \( x = 1/2 \), with periodic b.c. A sizable parity effect is observed, with the even (2 to 8) and odd (3 to 9) strips forming two distinct groups. Both groups are well fitted by an expression

\[ E_N \sim E_{an} - A/N^2 , \]

with two distinct constants \( A_{even} \) and \( A_{odd} \), but a unique extrapolated value \( E = -1.403 \pm 0.003 \), in excellent agreement with the results obtained by other approaches:

\[ E = -1.40 \pm 0.01 \]
\[ = -1.403 \]

as in Refs. 20 and 21, respectively.

**C. Analytic results**

For very narrow strips, it is possible to obtain analytically the stationary probabilities for all the states of the Markov process defined by relations (9). In percolation the uniform state is an obvious ground state for periodic b.c. and only the antiperiodic b.c. need be studied. One finds for a strip of width \( N = 2 \),

\[
\frac{\sigma_{pc}}{J} = 2p^2 \left[ \frac{1 + p + 2p^2 + p^3}{1 + p + 3p^3} \right] .
\]

In the frustration case, both types of b.c. have to be studied and one finds for \( N = 2 \),
\[
\frac{E_{\text{per}}}{J} = -\frac{1}{4} \left. \frac{10 - 3z^2 + 8z^4 + z^6}{2 - z^2 + z^4} \right|, \\
\frac{E_{\text{anti}}}{J} = -\frac{(5 - z^2)}{4}, \\
\]

with \(z = (1 - 2x)\). The formulas become rather long for \(N = 3\):

\[
\frac{E_{\text{per}}}{J} = -\frac{1}{3} \frac{N(z)}{D(z)},
\]

with

\[
N(z) = 26880(1 - 2z + \frac{3}{2}z^2) - 59392z^3 + 64332z^4 - 44488z^5 + 22858z^6 - 9104z^7 - 1488z^8 \\
+ 12625z^9 - 11535z^{10} + 5856z^{11} - 1188z^{12} - 439z^{13} + 1353z^{14} - 1000z^{15} \\
+ 224z^{16} + 179z^{17} - 133z^{18} + 24z^{19} + 8z^{20} - 5z^{21} + z^{22}, \\
D(z) = 6528(1 - 2z + \frac{3}{2}z^2) - 15040z^3 + 15522z^4 - 10492z^5 + 5447z^6 - 2609z^7 + 130z^8 \\
+ 2202z^9 - 2149z^{10} + 1173z^{11} - 434z^{12} + 80z^{13} + 173z^{14} - 167z^{15} + 46z^{16} + 18z^{17} - 15z^{18} + 3z^{19},
\]

and \(E_{\text{anti}}\) is obtained by changing \(z\) into \(-z\) in these formulas. In general, the energy will be given by a rational expression but the calculations soon become intractable analytically. These exact results are nonetheless useful as checks on the numerical method presented above.

III. INTERFACE IN WEAKLY DISORDERED SYSTEMS

A. Nature of the problem

When a system is weakly disordered, it is often possible to relate its properties to those of the pure homogeneous system (assumed to be completely known). For instance, one can obtain the first term in the expansion of the free energy of the dilute ferromagnet, and of its critical temperature (supposing the nature of the singularity is not modified by weak disorder). Another example is given by the ground-state energy and zero-temperature magnetization of the frustration model, for \(x < 1\). This is achieved by noting that the inhomogeneities are very far apart they do not interact and their contributions to extensive quantities such as the free energy or the magnetization are simply additive.

\textit{A priori}, one might think that a similar approach is possible for the interface energy, and indeed an expansion of this type has been attempted—but it is incorrect. The reason is that the interface is a nonlocal object: Its shape and energy depend on the precise arrangement of the impurities, even if they are very distant. In fact, as we shall see, the interface adopts shapes that are unfavorable locally in order to minimize its total energy. This aspect has been overlooked in previous work, leading to an overestimation of this energy, and we present here a correct approach to the problem.

B. Shape of the interface

Let us consider for definiteness the case of a frustrated strip of width \(N\), with rigid-boundary conditions. When \(x < 1\), the \((-J)\) bonds lie far apart and the unique ground state for \((++)\) b.c. is the pure ferromagnetic state. For \((+-)\) b.c. we first remark that it is never favorable to flip an isolated spin or cluster of spins, and so any configuration of minimum energy possesses a unique continuous boundary between \((+)\) and \((-)\) spins. It is then meaningful in this limit \(x < 1\) to speak of the interface as a physical object, not just the interface energy.

At low temperatures \(T\) the interface will show thermally activated steps. However, at low enough \(T\), the average distance \(l(T)\) between such steps is much larger than the average distance between \((-J)\) bonds, if \(\exp(-2J/T) < x\). It is important to notice that the limits \(T\to0\) and \(x\to0\) do not commute: Here we study the case where thermally activated steps between two impurities are negligible. The other limit would be the situation where \(T\to0\) and \(x\to0\), with the constraint that the average distance between impurities is so large that there are many thermally activated steps between any pair of impurities.

A second important remark is that there is at most one negative bond per column, provided \(Nx < 1\). The interface may lower its total energy by crossing that bond, if this does not cost too much lateral displacement energy, or it may ignore the negative bond: The choice depends on what is coming next, but in any case overhangs are never favorable in the dilute limit (Fig. 2).

As a consequence, the possible ground states of the strip may be characterized by specifying the "channel" in which the interface lies at every
column. These channels separate two neighboring spin rows; there are \( N \) possibilities instead of the \( 2^N \) configurations appearing in Eq. (9).

C. Recurrence relations

Consider the semi-infinite strip from \((-\infty)\) to column \( L \). If the interface is constrained to lie in channel \( n \) at column \( L \), its energy \( E_n \) depends on all the negative bonds on the left. The differences \( (E_{n+1}-E_n) \) are equal either to \( 2J \) or \(-2J\) and it is convenient to introduce the function

\[
 f_L(n) = L - E_n / 2J ,
\]

which may always be represented by a broken line of slope \( \pm 1 \) (Fig. 3). All the needed information is contained in the large-\( L \) behavior of this function.

How is \( f_L(n) \) modified when the \( 2N-1 \) interactions of the \( (L+1) \)th column (for rigid b.c.) are added to the strip? One has just to substitute Eq. (9) in this new notation. At first order in \( x \), these interactions are all positive with probability \( [1-(2N-1)x] \), while one of them is negative, all the others being positive, with probability \( x \). Cases with more than one negative bond in the same column would only contribute at order \( x^2 \) and thus can be forgotten here.

Three situations have to be distinguished.

(1) All interactions positive:

\[
 f_{L+1}(n) = f_L(n) , \quad \text{for all } n . \tag{13a}
\]

(2) One negative bond, lying orthogonally to the strip on channel \( q \) (\( N \) possible positions):

\[
 f_{L+1}(q) = f_L(q) + 2 ,
 f_{L+1}(n) = \max[f_L(n), f_L(q) + 2 - |n-q|] , \quad n \neq q . \tag{13b}
\]

(3) One negative bond, parallel to the strip, between channels \( q \) and \( q+1 \) (\( N-1 \) positions). Here, two subcases arise:

(i) if \( f_L(q) > f_L(q+1) \):

\[
 f_{L+1}(n) = \begin{cases} f_L(n), & n \leq q \\ \max[f_L(n), f_L(q) + 2 + q - n], & n \geq q + 1 . \end{cases} \tag{13c}
\]

(ii) if \( f_L(q) < f_L(q+1) \):

\[
 f_{L+1}(n) = \begin{cases} \max[f_L(n), f_L(q) + 2 + n - q], & n \leq q \\ f_L(n), & n \geq q + 1 . \end{cases} \tag{13d}
\]

The function \( f_L(n) \) has \( 2^{N-1} \) possible shapes (not taking into account symmetries) and Eqs. (13) tell us how these shapes transform into one another. From these relations the stationary probabilities \( p_k \) of all the different shapes may be computed. The interface energy per unit length is then given by

\[
 \frac{\sigma_N}{2J} = 1 - \sum_k p_k (f_{L+1}(n) - f_L(n))_k , \tag{14}
\]

for any value of \( n \) [because the result (14) is independent of \( n \)]. In this equation the angular brackets with subscript \( k \) mean the average for shape \( k \) over the configuration of the \( 2N-1 \) bonds in column \( L+1 \).

The only nonzero contributions to the sum in (14) come from the configurations with one negative bond, which have probability \( x \). Writing that, for a strip of width \( N \), \( \sigma_N \) has a weak-disorder expansion of the form

\[
 \sigma_N = 2J(1 - a_Nx + \cdots) , \tag{15}
\]
TABLE I. Exact expressions for the linear term in the dependence of the interface energy with respect to disorder. For periodic boundary conditions and \( N = 2, 3 \), the results agree with the linear term in the expansion of the general formulas (11) and (12) given in Sec. II.

<table>
<thead>
<tr>
<th>Strip width (number of channels)</th>
<th>Frustration</th>
<th>Percolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>58/11</td>
<td>249/38</td>
</tr>
<tr>
<td>4</td>
<td>672/109</td>
<td>78/11</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>3817/466</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>8.863 75...</td>
</tr>
</tbody>
</table>

one obtains an expression for the coefficient \( a_N \) by identifying (14) and (15). The same general approach works for percolation also, with the difference that \( f_L(n + 1) - f_L(n) \) may take the values 1, 0, and −1.

D. Results

The calculations outlined above have been carried out analytically for small widths and the results obtained in this way are given in Table I. The periodic conditions are easier because the higher symmetry reduces the number of shapes to consider. For larger widths we have studied Eqs. (13) numerically by generating random samples. Only columns with one negative bond have to be generated in the present approach, which is therefore much more efficient for weak disorder than the general method of Sec. II. It is possible to study very large widths \( (N < 10^3) \) for long strips (typically 5000N) even on a Digital Equipment Corporation PDP-11/03 minicomputer, and the errors due to the finite length become very small for such large systems.

The reason to push the calculations very far is apparent from the results displayed in Figs. 4 and 5. For percolation the size effects are not strong and moderate widths \( (\sim 20) \) are sufficient to obtain a good estimate of \( d\sigma/dp \); a linear extrapolation versus \( 1/N \) fits the results very well. The data for frustration (Fig. 5) show on the contrary a significant upward curvature on a similar plot and the convergence law was not clear from moderate sizes. A variation with \( N^{-1/2} \) seemed possible, or even that \( a_N \) did not converge to a finite limit. The large-size results appear to rule out these possibilities and favor a simple \( 1/N \) dependence [if \( a_N \) is plotted versus \( (\ln N)/N \), for example, the curvature is reversed].

The final extrapolated results read as follows:

\[
\begin{align*}
\alpha &= \lim_{N \to \infty} a_N = \\
&= 2.91 \pm 0.02 \\
&= 11.63 \pm 0.05
\end{align*}
\]

in the percolation and frustration models, respectively. Several remarks can be made on these results.

1. The value for frustration is nearly twice as
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**FIG. 4.** Plot of \( a_N = (2J)^{-1} d\sigma_N / dp \) for \( (1 - p) < 1 \) in the percolation model vs the inverse of the strip width (rigid b.c. are used). The bars indicate statistical fluctuations. For large \( N \) the results are well approximated by the straight line, of equation \( a_N = 2.91 - 5.4/N \).

![Figure 5](image2.png)

**FIG. 5.** Plot of \( a_N = - (2J)^{-1} d\sigma_N / dx \) for \( x << 1 \) in the frustration model vs \( 1/N \). The crosses (+) denote rigid b.c., the open circles (O) periodic b.c. The bars indicate typical statistical fluctuations. Note the fourfold difference in vertical scale with Fig. 6.
large as the value $a=6$ quoted in previous work.\footnote{The former value had been obtained by considering the local shape modifications of a straight interface that take advantage of the inhomogeneities (or at least cost no energy). The large difference implies that the interface can lower considerably its energy by adopting locally unfavorable shapes.}

(2) The slow convergence as a function of size (power law rather than exponential) implies that the interface is very delocalized and often comes into contact with the edges of the strip. The characterization of its “roughness” is an interesting problem which deserves more investigation.

(3) The approach followed here is justified only under the condition $N_x \ll 1$. It is not obvious a priori that higher-order terms in the expansion of $\sigma_N$ (Eq. 15) do not diverge when $N \to \infty$, preventing the expansion from having a well-behaved limit. This apparently does not happen, if we judge from the good agreement between the linear expansion and the numerical results obtained at concentrations of a few percent (presented below).

IV. CRITICAL REGIME

A. Finite-size scaling

For an arbitrary concentration of impurity bonds, the size of the strips we can study with reasonable accuracy is rather limited. A direct extrapolation of the results as in the weak-disorder regime is not reliable in these conditions. However, there exists a more sophisticated method to analyze the results obtained on systems of finite size such as strips, when one is in the vicinity of a critical point. The finite-size scaling hypothesis\footnote{The finite-size scaling hypothesis relates the behavior of a physical property in a finite system and its singularity in the infinite system. Explicitly, if the interface energy for the two-dimensional system behaves as $\sigma \sim A (x_c - x)^\nu$, this singularity is smeared out on a strip of width $N$ and for sufficiently large $N$ the interface energy is of the form $\sigma_N \sim N^{-\nu'/\nu} f[(x_c - x)N^{1/\nu}]$.} relates the behavior of a physical property in a finite system and its singularity in the infinite system. Explicitly, if the interface energy for the two-dimensional system behaves as

$$\sigma \sim A (x_c - x)^\nu,$$

(17)

this singularity is smeared out on a strip of width $N$ and for sufficiently large $N$ the interface energy is of the form

$$\sigma_N \sim N^{-\nu'/\nu} f[(x_c - x)N^{1/\nu}].$$

(18)

Here $\nu$ is the critical exponent associated with the divergence of the correlation length and the scaling function $f(z)$ is regular near the origin. This method of analysis has been applied to many problems by now and was found to give good results for moderate strip widths for percolation.\footnote{Our approach differs in an important way, however, from these works and most other previous work with the strip method: $\sigma_N$ is not known with arbitrary accuracy, because of the finite length of the strips, and this makes the use of Eq. (18) less straightforward. In particular, differentiation of (18) with respect to $x$ is not accurate enough to be of practical use. The situation is similar to the problem of size effects in standard Monte Carlo simulations and it is necessary to discuss how the data may be analyzed using the information available for a given problem.}

B. The percolation model

The interface energy in the dilute Ising model at $T=0$ can be given a simple interpretation in terms of percolation concepts: It is equal to the minimum number of bonds one has to cut in order to disconnect the percolating cluster (above the percolation threshold), or equivalently to the maximum number of distinct independent paths one can draw that cross this cluster simultaneously.\footnote{The interpretation indicates that the parameters entering the finite-size scaling equation (18) are those relevant to percolation: the threshold $p_c = \frac{1}{4}$ and the connectedness-length exponent $\nu = \frac{1}{\gamma}$.}

Moreover, arguments based on a simple picture of the percolation cluster have been given\footnote{This interpretation indicates that the parameters entering the finite-size scaling equation (18) are those relevant to percolation: the threshold $p_c = \frac{1}{4}$ and the connectedness-length exponent $\nu = \frac{1}{\gamma}$.} that one has exactly

$$\nu = \nu$$

(19)

in two dimensions, as for the corresponding singularity of the interface free energy at $T_c$ in the pure Ising model.\footnote{This prediction is well supported by Monte Carlo simulations.}

As a consequence of these remarks and of Eq. (18), the interface energy is expected to behave as

$$\sigma_N \sim N^{-\nu'/\nu} f[(p - p_c)N^{1/\nu}].$$

(20)

for large $N$ and $(p - p_c) \ll 1$. A first implication of Eq. (20) is that at the threshold

$$N\sigma_N \to \text{const} \quad (p = p_c = 0.5).$$

(21)

This can be checked directly on our data, but it is more instructive to plot $\ln \sigma_N$ vs $\ln N$ (Fig. 6). For $p > p_c$, $\sigma_N$ converges to a finite value for large $N$ and the graph shows an upward curvature while for $p < p_c$ it decreases with $N$ faster than a power law and the curvature is downward. Right at the threshold, $\ln \sigma_N$ decreases linearly with $\ln N$ and the slope gives the ratio $(\nu/\nu')$.

For a given computing time, one can either take averages over many short strips or study fewer but longer samples. We have chosen the second solution, and checked on five samples typically that the fluctuations were indeed small. The data in Fig. 6 bear on samples of length $10^4$ ($2 < N < 7$) or $2 \times 10^3$ ($N=8,9$), with periodic and antiperiodic boundary conditions.
The agreement of the data with Eq. (21) is quite good. It can still be improved by fitting the raw data with a quadratic polynomial in \( p \) for given \( N \) in order to smooth the residual fluctuations. A graphical measure of the slope for \( p = \frac{1}{2} \) gives

\[
\frac{v}{\nu} = 0.98 \pm 0.05.
\]  

(22)

If \( p_c \) were not known exactly it could be determined from the graph in Fig. 6, just by looking for the value of \( p \) such that \( \ln \sigma_N \) depends linearly on \( \ln N \). A range of values is in fact found, because the range of \( N \) is limited, and they correspond to different possible values of the slope, i.e., \( v/\nu \). In any case, the overall curvature of the graphs changes sign between \( p = 0.45 \) and \( p = 0.55 \), showing clearly that a transition occurs in between.

Another way to analyze the data consists in plotting \( N^2 \sigma_N \) as a function of \( z = (p - p_c)N^{1/4} \) to check directly the scaling prediction in Eq. (17). This is done in Fig. 7 and the results are well-fitted by a single scaling function, even for \( N \) as small as 3.

An interesting remark is that the quality of the fit is much more sensitive to the value of the ratio \( v/\nu \) than to the value of \( \nu \) itself. Also, if we let \( p_c \) be an adjustable parameter, rather good fits can be obtained with other sets of values, e.g., \( p_c = 0.46 \).

C. The frustration model

1. Numerical results

The results presented previously for percolation are satisfactory enough to try and apply the same approach to the more difficult frustration problem. We have generated random samples of length \( 10^4 \) (for \( 2 < N < 7 \)) or \( 2.10^5 \) (for \( 8 < N < 10 \)), and obtained the corresponding interface energy \( \sigma_N \) for both periodic and rigid boundary conditions.

In Fig. 8 we show the results with periodic b.c. The comparison of the numerical results for \( N = 2 \) and 3 with the full curves, which represent the exact expressions given in Eqs. (11) and (12), show that the statistical errors are very small and provide a useful check on our programs.

Figure (9) displays the results for rigid b.c., which have a more regular dependence on \( N \). Intermediate points were also studied for \( 0.085 < x < 0.145 \) but they are not shown for clarity.

Several immediate remarks may be made about Figs. 8 and 9.
(2) For small values of \( x (x < 0.06) \), \( \sigma_N \) appears to converge towards a finite value when \( N \) increases. The data are also consistent with the linear approximation of the weak-disorder regime, Eq. (15), suggesting that the terms quadratic in \( x \) are well behaved.

(3) For large values of \( x (x > 0.14) \), there is no doubt that \( \sigma_N \) extrapolates to 0.

(4) In the intermediate region the convergence of \( \sigma_N \) is quite slow and it is difficult to perform accurate extrapolations to determine the threshold \( x_c \). However, the value obtained on a strip of width \( N=9 \) for \( x=0.10, \sigma=0.4 J \) (see Fig. 8) is already well below the corresponding Monte Carlo estimate\(^8\) \( \sigma=0.6 J \), obtained on \((55 \times 55)\) samples. Any reasonable extrapolation will necessarily yield a much lower value; this shows that the standard Monte Carlo approach is not adequate to study the interface, presumably because the true ground states are not obtained.

2. Analysis

We can apply for the data of Fig. 9 the same type of analysis as for percolation and, for instance, fit them by a scaling function of the form given in Eq. (18). Unfortunately, much less is known on the frustration model than on the percolation model. Even the value of the threshold \( x_c \) is not known accurately and there is a rather wide spreading in the results obtained by different approaches\(^8,20,25,26\) with the most likely value of \( x_c \) in the range 0.10–0.15. As for critical exponents, none have been determined so far. A precise analysis of the size dependence of \( \sigma_N \) allows us to principle to determine the three parameters \( x_c, v, \) and \( \eta \) simultaneously, but as discussed above, the maximum width reached in practice (\( N=9 \) or 10) is not sufficient in the absence of extra information. The use of larger sizes is difficult because for a given accuracy the computing time increases exponentially with \( N \).

The other less ambitious approach consists in plotting \( \ln \sigma_N \) vs \( \ln N \), in order to determine \( x_c \) as the point where this curve changes its convexity. The corresponding curves are drawn in Fig. 10, for rigid b.c.

Two distinct regimes are apparent from the behavior of this set of curves:

(i) For \( x > 0.13 \), the concavity of the curve is clearly downwards, meaning that \( \sigma_N \) vanishes faster than a power law, so \( x_c < 0.13 \).

(ii) For \( x < 0.13 \), the curves show no clear cut curvature and are roughly linear for \( 4 < N < 9 \), if the statistical errors are taken into account.

Taken literally, this result would mean that the
whole region $x < 0.13$ is in a sense critical, but we are reluctant to believe that $\sigma$ vanishes and long-range ferromagnetic order does not exist for $x$ as small as 0.03. The most reasonable interpretation is that size effects are much more important here than for the percolation problem and that, for small $x$, $\ln \sigma_N$ will eventually curve upwards and saturate at a nonzero value for $N >> 10$. An indication that this is indeed happening may be obtained using the weak-disorder expansion studied above. Approximating $\sigma_N$ by its first-order expansion $2(1-\alpha_N x)$, with $\alpha_N$ computed for rigid boundary conditions, it is found that for $x = 0.03$, for example, $\ln \sigma_N$ is nearly linear in $\ln N$ for $N = 4$ to 16 and converges relatively slowly to its limiting value. The "experimental" data for $\sigma_N$ lie very close to this first-order approximation for $5 < N < 9$ and it is natural to assume that they behave similarly for larger $N$. This analysis gives strong indication that the numerical studies performed on rather small frustrated systems (typically $20 \times 20$) may suffer from similar important size effects.

3. Discussion

It is not possible using merely the data shown in Fig. 10 to give a reliable estimate of $x_c$, but if $x_c$ is determined by another method the slope of the curve corresponding to $x = x_c$ yields directly the ratio $\nu/\nu$, according to Eq. (18). Conversely, if one conjectures that $\nu = \nu$ as for the percolation problem, then the threshold is found to be $x_c = 0.12 \pm 0.005$, a value in agreement with the results obtained by Morgenstern and Binder\textsuperscript{20} using the transfer-matrix method. A fit of $\sigma_N$ by a universal scaling function then gives $\nu = 1.1 \pm 0.1$ as the most probable estimate.

The arguments usually given in support of the simple result $\nu = \nu$ in the percolation problem are based on pictures of the infinite percolating cluster and cannot be transposed immediately to the frustration problem. The basic idea is that the correlation (or connectivity) length is the only characteristic length near the threshold and that it governs also the width of the interface, as is the case for the liquid-vapor interface, for instance\textsuperscript{17,27} For spin glasses and frustrated systems, experience has taught us to be cautious, and it is not clear that a single length characterizes the different types of correlations.

V. CONCLUDING REMARKS

In view of our results, it is an open and challenging question how the interface-energy singularity is related to the correlation length in the frustration problem. In their present state, our data provide a constraint on the values of the quantities $x_c$, $\nu$, and $\nu$, and progress for one of these would allow an easier determination of the others.

We wish to stress again the difference in spirit between the present approach, and the work of Morgenstern and Binder\textsuperscript{20} who have also studied disordered systems using a transfer-matrix formulation. These authors obtain the exact partition function of finite samples, up to $18 \times 18$, then study typically 25 realizations in order to perform averages over the disorder. In the present approach, no average has to be made; it suffices to let the length of the strips go to infinity. In practice very long strips can be studied and the statistical fluctuations are kept very small. This is an important advantage, both conceptually and practically, particularly near a transition point where fluctuations are likely to be important in the standard approach.
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