I. INTRODUCTION

Classical diffusion in a random medium has been a subject of growing interest in the last few years. There have been considerable efforts to explain the conductivity properties\(^1,2\) of one-dimensional disordered conductors, and now the problem can be solved by various methods\(^3\): the effective-medium approximation,\(^4\) the replica trick,\(^5\) etc. Another subject of great interest is the problem of diffusion on percolation clusters\(^6-11\) in the neighborhood of the threshold. Several approaches were developed: Monte Carlo simulations,\(^12\) effective-medium approximation,\(^4,6,13\) random walks on fractals,\(^14\) most of the recent works on this subject being motivated by a conjecture of Alexander and Orbach.\(^15\) In these two problems, the hopping rates were always assumed to be symmetric, i.e., the probability \(W_{y,x}\) of jumping from site \(x\) to site \(y\) was equal to \(W_{x,y}\). The nonsymmetric case, although it has been less studied by physicists, is also very interesting for several reasons.

(i) Firstly, it is a very important problem in probability\(^16-18\) theory, and several nice results have been obtained in one dimension.

(ii) Secondly, it is one of the easiest disordered systems to study: It has the advantage of being the generalization to the disordered case of the random-walk problem, which is one of the best understood problems of statistical mechanics. However, the effect of disorder, even when the distribution of hopping rates is very narrow, has non-trivial effects: One finds, for example, in one-dimension exponents varying continuously with the distribution of hopping rates.\(^16,17,19,20\) One finds also a typical effect of some disordered systems, namely that different quantities such as the velocity and the diffusion constant are singular at different points.\(^21\) Therefore, there is no doubt that a better understanding of the effect of disorder in this random-walking problem will be useful in the study of more complicated disordered systems.

(iii) A third interest for nonsymmetric hopping problems is that in physical systems one can consider the effect of an external electric field\(^22,23\) or of local electric random fields. Both effects give rise to nonsymmetric hopping rates, the ratio between \(W_{x,y}\) and \(W_{y,x}\) being related to the value of the electric field between sites \(x\) and \(y\).

(iv) Lastly, it has been recently pointed out that the one-dimensional case could explain the famous problem of 1/f noise.\(^24\)

In this paper we present a weak disorder expansion of the velocity, the diffusion tensor, and the conductivity of the nonsymmetric hopping problem. Since it is known in one dimension\(^19-24\) that new features appear even for narrow distributions of hopping rates, it is reasonable to think that several interesting properties can be extracted from these expansions in higher dimension. The method used to generate these expansions is a generalization of a calculation done recently for a one-dimensional case.\(^25\) In principle these expansions can be carried out to any order in the width of the distribution of hopping rates. Then, to illustrate the interest of these expansions we analyze two situations: the symmetric case, where we compare the results with those of the effective-medium theory and the more general nonsymmetric case. In that case we find that \(d=2\) is the upper critical dimensionality because the weak disorder expansion is singular for small velocities when \(d \leq 2\).

Our starting point is a master equation

\[
\frac{dP_x}{dt} = \sum_{x'} (W_{x,x'} P_{x'} - W_{x',x} P_x),
\]

which describes the time evolution of \(P_x(t)\), the probability for one particle to be on site \(x\) at time \(t\). By definition \(x\) is a point of a \(d\)-dimensional lattice

\[
x = \bar{x} = (x_1, x_2, \ldots, x_d)
\]

whereas \(W_{x,x'} dt\) is the probability of jumping from site \(x\) to site \(x'\) during \(dt\). In this paper we shall consider that the \(W_{x,x'}\) are randomly distributed according to a distribution which depends only on the distance \(x' - x\). We shall limit ourselves to the case where the \(W_{x,x'}\) are independent random variables except that the two hopping rates \(W_{x',x}\) and \(W_{x,x'}\) lying on the same bond will be possibly correlat-
ed. This restriction of considering independent \( W_{x,x'} \) is not absolutely necessary but it will simplify our final expressions. We shall write

\[
W_{x,x'} = a(x - x') + \delta W_{x,x'}
\]  

and calculate the quantities of interest up to a given power of the \( \delta W_{x,x'} \). The zeroth order corresponds to a random walk on a pure lattice with hopping rates \( a(x - x') \). Notice that we do not need to restrict the jumps to nearest neighbors. We shall express our results as functions of the successive moments \( c_n(x - x') \) of the \( \delta W_{x,x'} \) defined by

\[
c_n(x - x') = \langle (\delta W_{x,x'})^n \rangle^{\frac{1}{n}} \).
\]  

(4)

The paper is organized as follows. In Secs. II and III we write the equations which lead to the expressions of the velocity, the diffusion tensor, and the conductivity. In Sec. IV we expand the solutions of these equations in powers of the \( \delta W_{x,x'} \) and we obtain the first corrections due to the presence of disorder. In Sec. V we give two applications of these expansions. We compare the results of this expansion with the prediction of the effective-medium theory in the symmetric case. Then we show that the weak disorder expansion becomes singular in the nonsymmetric case for \( d < 2 \) and we examine the consequences on the critical behaviors of the velocity.

II. THE VELOCITY AND THE DIFFUSION TENSOR

In this section we derive the expressions which give the velocity and the diffusion tensor. The method \(^{21} \) we use to obtain these quantities consists of describing the properties of the steady state of a periodic \( d \)-dimensional hypercubic lattice whose elementary cell contains \( \Lambda = \lambda^d \) sites. The hopping rates in the elementary cell are arbitrary. The reason why we need to make the calculations on a periodic lattice is that the steady state will be characterized, in particular, by the probabilities \( P_x \) of being on sites \( x \) in the long-time limit. For an infinite lattice, the \( P_x \) vanish and the idea of a steady state is not valid. However, if the lattice is periodic, the sum of \( P_x \) over all the points which can be deduced from \( x \) by the translations of the lattice has a finite limit.

Because the problem is periodic with a period \( \lambda \) in each direction we have

\[
W_{x,x'} = W_{x+n\lambda,x'+n\lambda},
\]  

(5)

where \( n \) is a \( d \)-dimensional vector with integer components

\[
n = (n_1, n_2, \ldots, n_d).
\]  

(6)

It is convenient to introduce two quantities

\[
\bar{Q}_x(t) = \sum_{n} P_{x+n\lambda}(t),
\]  

(7)

\[
\bar{S}_x(t) = \sum_{n}(\bar{x} + n\lambda)P_{x+n\lambda}(t),
\]  

(8)

where the sum runs over all vectors \( n \in Z^d \). The \( \bar{S}_x(t) \) are \( d \)-dimensional vectors as \( x \) and \( n \).

It is easy to obtain the time evolution of \( \bar{Q}_x(t) \) and \( \bar{S}_x(t) \) from the master equation (1):

\[
\frac{d\bar{Q}_x}{dt} = \sum_{x'}(W_{x,x'}\bar{Q}_{x'} - W_{x',x}\bar{Q}_x),
\]  

(9)

\[
\frac{d\bar{S}_x}{dt} = \sum_{x'}(W_{x,x'}\bar{S}_{x'} - W_{x',x}\bar{S}_x) + \sum_{x'}(\bar{x} - \bar{x}')W_{x,x'}\bar{Q}_x.
\]  

(10)

As in the one-dimensional case, \(^{21} \) we expect that in the long-time limit \( (t \to \infty) \), these quantities have the following behaviors:

\[
\bar{Q}_x(t) \to Q_x \text{ if } t \to \infty,
\]  

(11)

\[
\bar{S}_x(t) \to \bar{S}_x + \bar{T}_x \text{ if } t \to \infty.
\]  

(12)

If we replace \( \bar{Q}_x \) and \( \bar{S}_x \) by their long-time expansions in Eqs. (9) and (10), we find that \( \bar{Q}_x, \bar{S}_x, \) and \( \bar{T}_x \) must verify

\[
\sum_{x'}(W_{x,x'}Q_{x'} - W_{x',x}Q_x) = 0,
\]  

(13)

\[
\sum_{x'}(W_{x,x'}\bar{S}_{x'} - W_{x',x}\bar{S}_x) = 0,
\]  

(14)

\[
\sum_{x'}(W_{x,x'}\bar{T}_{x'} - W_{x',x}\bar{T}_x) + \sum_{x'}(\bar{x} - \bar{x}')W_{x,x'}Q_x = \bar{S}_x.
\]  

(15)

We are now going to show that if we know the solutions of (13)—(15), we can calculate the velocity and the diffusion tensor.

If we define \( \langle x_\mu(t) \rangle \) and \( \langle x_\mu(t)x_\nu(t) \rangle \) by

\[
\langle x_\mu(t) \rangle = \sum_x x_\mu P_x(t),
\]  

(16)

\[
\langle x_\mu x_\nu(t) \rangle = \sum_x x_\mu x_\nu P_x(t)
\]  

(17)

(in this section, the angular brackets denote the average over the random walk), we can calculate the components of the velocity \( \bar{v} \) and of the diffusion tensor \( D \) by

\[
v_\mu = \lim_{t \to \infty} \frac{d}{dt} \langle x_\mu(t) \rangle,
\]  

(18)

\[
D_{\mu\nu} = \frac{1}{2} \lim_{t \to \infty} \frac{d}{dt} \langle (x_\mu x_\nu(t)) - \langle x_\mu \rangle \langle x_\nu \rangle \rangle.
\]  

(19)

Let us first calculate the velocity

\[
\frac{d}{dt} \langle x_\mu(t) \rangle = \sum_x x_\mu \frac{dP_x}{dt}
\]  

\[
= \sum_{x,x'} x_\mu(W_{x,x'}P_{x'} - W_{x',x}P_x)
\]  

\[
= \sum_{x,x'} (x_\mu' - x_\mu) W_{x',x} P_x.
\]  

(20)
In the limit $t \to \infty$, one obtains
\[ u_\mu = \sum_{x \in \Lambda} \sum_{x'} (x'_\mu - x_\mu) W_{x',x} Q_x, \tag{21} \]
where the $Q_x$ are the normalized solutions of Eq. (13):
\[ \sum_{x \in \Lambda} Q_x = 1. \tag{22} \]
The calculation of the diffusion tensor is similar to the calculation of the velocity. One finds in the long-time limit
\[ \frac{d}{dt} \langle x_\mu x_\nu \rangle = \sum_{x \in \Lambda} \sum_{x'} [(x'_\mu - x_\mu) W_{x',x} (S_x)_\nu + (x'_\nu - x_\nu) W_{x',x} (S_x)_\mu] \tag{23} \]
\[ + \sum_{x \in \Lambda} \sum_{x'} [(x'_\mu - x_\mu) W_{x',x} (T_x)_\nu + (x'_\nu - x_\nu) W_{x',x} (T_x)_\mu] + \sum_{x \in \Lambda} \sum_{x'} (x'_\mu - x_\mu) (x'_\nu - x_\nu) W_{x',x} Q_x, \]
\[ \frac{d}{dt} \langle x_\mu \rangle = 2t \sum_{x \in \Lambda} \sum_{y \in \Lambda} (S_x)_\mu (S_y)_\nu + \sum_{x \in \Lambda} \sum_{y \in \Lambda} [(T_x)_\mu (S_y)_\nu + (S_x)_\nu (T_y)_\mu]. \tag{24} \]
The solution $Q_x$ of Eq. (13) is unique provided that one cannot divide the sites into two subsets of sites $x$ between which the $W_{x',x}$ would be zero. If we assume that this is not the case, there is only one normalized solution of (13). Therefore the solution of (14) is
\[ \bar{S}_x = \bar{V} Q_x, \tag{25} \]
where $\bar{V}$ is a priori an arbitrary constant vector. It is very easy to find that
\[ \bar{V} = V \tag{26} \]
by summing Eq. (15) over $x$ and by comparing the left-hand side to Eq. (21). Then when one sets relations (23) and (24) into (19), one obtains
\[ D_{\mu \nu} = \frac{1}{V} \sum_{x \in \Lambda} \sum_{x'} [(x'_\mu - x_\mu) (T_x)_\nu + (x'_\nu - x_\nu) (T_x)_\mu] W_{x',x} + [(x'_\mu - x_\mu) (x'_\nu - x_\nu) Q_x W_{x',x}] \tag{27} \]
\[ - \frac{1}{2} V_{\mu} \sum_{x \in \Lambda} (T_x)_\nu - \frac{1}{2} V_{\nu} \sum_{x \in \Lambda} (T_x)_\mu. \]

One should notice that because of (25) and (26), the term linear in time in (23) is canceled by the term linear in time in (24). In concluding this section we have shown that if we can solve Eqs. (13)—(15), then we know how to calculate the velocity and diffusion tensor [Eqs. (21) and (27)].

### III. THE FREQUENCY-DEPENDENT CONDUCTIVITY

We are now going to obtain a general expression of the ac conductivity. The method that we follow here is a generalization to arbitrary dimension of a formulation yet used in one dimension. There is a slight modification in the definition which has the effect of adding to the conductivity a constant term, independent of frequency, and therefore the physical meaning of the results remains unchanged.

As in Sec. II, we work here on a finite lattice of $\Lambda$ sites with periodic boundary conditions. We consider that the effect of a time-dependent uniform electric field $\vec{E} \exp i \omega t$ of frequency $\omega$ is to give a time dependence to the hopping rates $W_{x',x}$. In the presence of the field the $W_{x,x'}$ should be replaced by $\bar{W}_{x,x'}(t)$,
\[ \bar{W}_{x,x'}(t) = W_{x,x'} \exp [\vec{E} \cdot (\vec{x} - \vec{x}') \exp i \omega t]. \tag{28} \]
Since the conductivity describes only linear effects we can linearize this relation
\[ \bar{W}_{x,x'}(t) = W_{x,x'} [1 + \bar{E} \cdot (\vec{x} - \vec{x}') \exp i \omega t]. \tag{29} \]
We have now to study the long-time behavior of the master equation with the hopping rates $\bar{W}_{x,x'}$.

\[ \frac{d}{dt} \sum_{x'} (\bar{W}_{x,x'} P_{x'} - \bar{W}_{x',x} P_{x}') = 0 \tag{30} \]
In the long-time limit, the $P_x$ have the following time dependence:
\[ P_x(t) = Q_x + \bar{R}_x \bar{E} \exp i \omega t. \tag{31} \]
If we put (31) into (30), we find that the zeroth order and the first order in the field give the equations verified by $Q_x$ and $\bar{R}_x$:
\[ \sum_{x'} (W_{x,x} Q_{x'} - W_{x',x} Q_x) = 0 \tag{13'} \]
and
\[ i \omega \bar{R}_x = \sum_{x'} (W_{x,x} \bar{R}_{x'} - W_{x',x} \bar{R}_x + \sum_{x} [W_{x,x'} (\vec{x} - \vec{x}') Q_{x'} - W_{x',x} (\vec{x} - \vec{x}) Q_x]. \tag{32} \]
One should notice that if one sums this equation over \( x \), one finds
\[
\sum_x \bar{R}_x = 0 ,
\]
which expresses the conservation of the probability.

The velocity at time \( t \) is always given by
\[
\bar{v}(t) = \sum_x \bar{x} \frac{dP_x}{dt} = \sum_x \bar{x}(\bar{W}_{x,x'} P_{x'} - \bar{W}_{x',x} P_x) = \sum_x \sum_{x'} (\bar{x}' - \bar{x}) \bar{W}_{x',x} P_x .
\]

(33)

If we replace now the \( P_x \) and the \( \bar{W}_{x,x'} \) by their expressions (29) and (31) in the long-time limit, one finds that the component \( v_\mu(t) \) of the velocity has the following form:
\[
v_\mu(t) = V_\mu + \sum_y \sigma_{\mu y} E_y e^{iat} ,
\]
where \( V \) is the drift velocity that we have obtained in Sec. II,
\[
V_\mu = \sum_{x \in \Lambda} \sum_{x'} (x_\mu' - x_\mu) W_{x',x} Q_x ,
\]
and where the tensor \( \sigma_{\mu y} \) is the conductivity tensor
\[
\sigma_{\mu y} = \sum_{x \in \Lambda} \left[ \sum_{x'} (x_\mu' - x_\mu) W_{x',x} (x_\nu' - x_\nu) Q_x + \sum_{x'} (x_\mu' - x_\mu) W_{x',x} (\bar{R}_x)_\nu \right] .
\]

(35)

So we see that to calculate the conductivity tensor we need to find the \( Q_x \) and \( \bar{R}_x \), which solve Eqs. (13) and (32), and then we can use formula (35).

IV. THE WEAK DISORDER EXPANSION

We saw in Secs. II and III that one can calculate the velocity, the diffusion tensor, and the ac conductivity by using Eqs. (21), (27), and (35), which require the solutions of (13), (15), and (32). It is almost always impossible to solve these equations except in the pure case or in some one-dimensional situations. However, it is easy to expand the solutions of these equations in increasing powers of the \( \delta W_{x,x'} \). Let us show here how this expansion works to find the solutions of (15) and (32).

If we replace the \( W_{x,x'} \) by their expression (3), one can write the solutions \( Q_x \) of (13) in the following form:
\[
Q_x = \frac{(1 + q_x)}{\Lambda} ,
\]
where the \( q_x \) represents the change in the solutions of (13) due to the \( \delta W_{x,x'} \). The \( q_x \) must obey
\[
\sum_{x'} \left[ a(x' - x) q_{x'} - a(x - x') q_x \right] = \sum_{x'} \left[ 6 W_{x,x'} (1 + q_{x'}) - 6 W_{x',x} (1 + q_x) \right] .
\]

(37)

Equation (37) is written in such a way that the \( q_x \) can be found iteratively,
\[
q_x = \sum_{y,y' \in \Lambda} G_A (y' - x,y - x) \delta W_{y',y}(1 + q_y) ,
\]
where the Green's function \( G_A \) is solution of
\[
\sum_{x'} \left[ a(x' - x) G_A (y' - x,y - x) - a(x - x') G_A (y' - x,y - x') \right] = \sum_{x'} (\delta_{x,y} \delta_{x',y} - \delta_{x,y'} \delta_{x',y'} ) .
\]

(39)

In order to keep the \( Q_x \) normalized, one must choose the solution \( G_A \) of (39) which has the property that for an arbitrary choice of \( y \) and \( y' \)
\[
\sum_{x \in \Lambda} G_A (y' - x,y - x) = 0 .
\]

(40)

Equation (39) can be solved easily in the Fourier space and one obtains
\[
G_A (y',y) = \frac{1}{2\pi} \sum_{q \neq 0} \left[ \frac{e^{iqy'} - e^{iqy}}{\sum_z a(z)(1 - e^{iqz})} \right] ,
\]
where the sum runs over all the \( q \) of the reciprocal cell except \( q = 0 \), i.e.,
\[
q = \left[ \frac{2\pi n_1}{\lambda} , \frac{2\pi n_2}{\lambda} , \cdots , \frac{2\pi n_d}{\lambda} \right]
\]
with \( 0 \leq n_i < \lambda \).

One should notice that the restriction \( q \neq 0 \) is due to the condition (40). Therefore, we do not need to define (41) for \( q = 0 \) where Eq. (41) is indeterminate.

We can now find the complete expansion of the velocity by replacing \( Q_x \) by its expansion in Eq. (21). One obtains
\[
V_\mu = \sum_z z_\mu a(z) + \sum_z z_\mu \left[ \frac{1}{\Lambda} \sum_{x \in \Lambda} \delta W_{x,x,z,x} + \sum_z \left[ \frac{1}{\Lambda} \sum_{x,y \in \Lambda} G_A (y' - x,y - x) \delta W_{y',y} \right] \right] \]
\[
+ \sum_z z_\mu \left[ \frac{1}{\Lambda} \sum_{x,y \in \Lambda} G_A (y' - x,y - x) \delta W_{y',y} G_A (t' - y,t - y) \delta W_{t',t} \right] + \cdots .
\]

(43)

There is, of course, no difficulty in continuing this expansion to any order in the \( \delta W_{y',y} \). In the thermodynamic limit this expansion becomes simpler for two reasons. Firstly, the sums of \( \delta W_{x',x} \) can be replaced by the moments \( c_{x,y} \) defined in Eq. (4). Secondly, the Green's function \( G_A \) becomes an integral over the Brillouin zone. For the velocity in the thermo-
dynamic limit, one gets the following expression:
\[ V_\mu = \sum_z n_\mu a(z) + \sum_z n_\mu [G(z,0)c_2 0(z) + G(0,z)c_{21}(z)] \]
\[ + \sum_z n_\mu [G^2(z,0)c_{31}(z) + G(z,0)G(0,z)c_{31}(z) + G(0,z)G(0,-z)c_{31}(z) + G(0,z)G(0,z)c_{31}(z)] + \cdots \]
(44)

and \( G(y',y) \) is just the limit of \( G_A(y',y) \) when \( \Lambda \to \infty \), i.e.,
\[ G(y',y) = \frac{1}{(2\pi)^d} \int_0^{2\pi} \cdots \int_0^{2\pi} d^dq \sum_z \frac{e^{i(q'y'-q'y)}}{a(z)(1-e^{iqr})} . \]
(45)

In cases where the indetermination at \( q=0 \) would be a problem, one can always use the fact that \( G \) is the limit of \( G_A \) when \( \Lambda \to \infty \). Although the calculations are slightly longer to obtain the diffusion and the conductivity tensors, they do not present any new difficulty.

One solves again perturbatively Eqs. (15) and (32) in the same way as we solved Eq. (13). We give in the Appendix the expansion of the velocity [Eqs. (A1) and (A2)] up to the fourth order and the expansions of the diffusion tensor [Eq. (A3)] and of the conductivity up to the second order [Eq. (A4)]. We are now going to illustrate these expansions by two examples: the conductivity in the symmetric case and the velocity in the nonsymmetric case.

V. APPLICATIONS

The first thing we did was to verify that in the weak disorder limit these expansions agree with the exact expressions of the velocity and of the diffusion constant in one dimension with nearest-neighbor hopping rates.\textsuperscript{21} However, it is clear that there are a lot of situations where the expansions can give interesting information. For example, in one dimension, it is a way to study cases which are not exactly solvable: the case of hopping rates to an arbitrary number of neighbors, strip geometries, etc. In all dimensions it can also be used in several situations and it would be tedious to discuss all of them. Therefore, we have chosen to give here only two examples: the symmetric case and the velocity in the nonsymmetric case.

A. The symmetric case

In the symmetric case one considers that the \( W_{x,x'} \) verify for any choice of \( x \) and \( x' \)
\[ W_{x,x'} = W_{x',x} . \]
(46)

If we look at Eqs. (3) and (4), one finds that (46) implies that
\[ a(x-x') = a(x'-x) , \]
(47)
\[ \delta W_{x,x'} = \delta W_{x',x} , \]
(48)
\[ c_{n,n}(x-x') = c_{n,0}(x-x') = c_{n,n}(x-x') . \]
(49)

When one uses these relations in the expressions (A1)–(A4) of the Appendix, one finds that the velocity vanishes as it should in the symmetric case and that the conductivity tensor is given by

\[ \sigma_{\mu\nu} = \sum_z n_\mu a(z) + 2 \sum_z n_\mu z_\nu c_{20}(z) \frac{1}{(2\pi)^d} \int \cdots \int d^dq \sum_y \frac{e^{iqr} - 1}{iq + \sum_y a(y)(1-e^{iqr})} . \]
(50)

It is easy to check that the diffusion tensor \( D_{\mu\nu} \) is related to the conductivity \( \sigma_{\mu\nu} \) in the limit \( \omega \to 0 \)
\[ 2D_{\mu\nu} = \lim_{\omega \to 0} \sigma_{\mu\nu} . \]
(51)

It is interesting to compare the content of (50) with the effective-medium approximation.\textsuperscript{5,5,27} To do so we take the formulas (17) and (18) of Ref. 4 (see also Ref. 5). For a hypercubic lattice in dimension \( d \), the conductivity \( \sigma_{em} \) in the effective-medium approximation is given by
\[ \sigma_{em} = dW_m , \]
(52)
where \( W_m \) is a function of \( \omega \) given by the following equation:
\[ \frac{W_m - W_{x,x'}}{W_{x,x'}[1-i\omega G_0(i\omega)] + [(d-1)+i\omega G_0(i\omega)]W_m} = 0 , \]
(53)
where \( W_{x,x'} \) is a hopping rate, the average must be taken over the distribution of \( W_{x,x'} \), and \( G_0(i\omega) \) is defined by
\[ G_0(i\omega) = \frac{1}{(2\pi)^d} \int \cdots \int d^dq \frac{1}{i\omega + 2d - 2(\cos q_1 + \cdots + \cos q_d)} . \]
(54)
When one calculates \( W_m \) in cases where the distribution of \( W_{x x'} \) is very narrow, one finds that the effective-medium prediction reduces to (50), except a factor \( d/2 \) which comes just from the definition of the conductivity. Therefore, up to first order in this weak disorder expansion, the effective-medium approximation is exact.

**B. The nonsymmetric case**

Let us now investigate the nonsymmetric case, i.e., the case where the matrix \( W_{x x'} \) is not symmetric. The first thing one can notice in the expressions (A3) and (A4) of the diffusion tensor and of the conductivity is that \( D_{\mu \nu} \) is symmetric whereas \( \sigma_{\mu \nu} \) is not symmetric:

\[
D_{\mu \nu} = D_{\nu \mu},
\]

\[
\sigma_{\mu \nu} \neq \sigma_{\nu \mu}.
\]

Therefore, the Einstein relation (51) is no longer valid here. This is not very surprising since, in general, there is just a dynamical steady state but no equilibrium which corresponds to the nonsymmetric case.

When one looks at the expressions which give the velocity, the diffusion tensor, and the conductivity, one sees that all the terms of the weak disorder expansion are sums of integrals which contain in the denominator differences such as \( A(0) - A(q) \),

\[
A(0) - A(q) = \sum_{z} a(z)(1 - e^{i q z}).
\]

These denominators can vanish only at \( q = 0 \). Around \( q = 0 \), \( A(0) - A(q) \) has the following expansion:

\[
A(0) - A(q) = -i \tilde{V}_0 q + O(q^2),
\]

where \( \tilde{V}_0 = \sum_{z} a(z) \).

It is then clear that when \( V_0 \) goes to zero, the expansion may become singular.

An analysis of the expansion of \( V_\mu \) [see (A1) and (A2)] in the small-\( V_0 \) limit leads to a behavior which depends strongly on the dimensionality. Let us assume for simplicity the following isotropy properties:

\[
\sum_{z} z_{\mu} z_{\nu} a(z) = 2D_0 \delta_{\mu \nu},
\]

\[
\sum_{z} z_{\mu} z_{\nu} (c_{20}(z) - c_{21}(z)) = c \delta_{\mu \nu}
\]

\( (D_0 \) is the diffusion constant of the pure case, and \( c \) is a natural measure of disorder).

Using this notation, we get the following behaviors in the \( V_0 \to 0 \) limit: for \( d > 2 \)

\[
V_\mu = V_\mu^0 (1 + \text{const} \ c + \cdots),
\]

and for \( d = 2 \)

\[
V_\mu = V_\mu^0 (1 - \Gamma + 3 \Gamma^2 + \cdots)
\]

with

\[
\Gamma = \frac{c}{4\pi D_0} \ln \left( \frac{D_0^2}{V_0^2} \right).
\]

For \( 1 < d < 2 \)

\[
V_\mu = V_\mu^0 \left[ 1 - \text{const} \ c | V_0 |^{-(2-d) + \cdots} \right],
\]

and for \( d = 1 \)

\[
V = V_0 - \text{sgn}(V_0) \left[ \frac{c}{2D_0} + \cdots \right].
\]

For \( d \leq 2 \), we think that each new term in the expansion is more singular in the limit \( V_0 \to 0 \). It is easy to verify that this behavior in one dimension agrees with the exact expression\(^{25}\) in the limit \( V_0 \to 0 \).

The first important result which comes out from these behaviors near \( V_0 = 0 \) is that the upper critical dimension is 2,

\[
d_c = 2.
\]

For \( d > 2 \) velocity \( V \) vanishes linearly with \( V_0 \) [Eq. (58)] and the only effect of a weak disorder is to renormalize the slope. In the contrary case, for \( d \leq 2 \), the expansion near \( V_0 \) is singular [Eqs. (59) and (60)], and one needs to resum the singular expansion. The best way to do it is to use the renormalization-group techniques.

The method is described elsewhere.\(^{25}\) One of the main results of field-theory approach is that the velocity vanishes in \( d = 2 \) in the following way:

\[
V \sim \frac{V_0}{c \ln(\text{const}/V_0^{d_c})}.
\]

This behavior shows that in \( d = 2 \) there is just a critical point of \( V \) at \( V_0 = 0 \), in agreement with what Paladin and Vulpiani claim. This is in contrast with \( d = 1 \), where the velocity \( V \) vanishes in a whole phase.

**VI. CONCLUSION**

In this paper we have presented a way of calculating the velocity, the diffusion tensor, and the conductivity on a random lattice. To do so, one needs to solve Eqs. (13), (15), and (32). This could be done numerically for small samples. Here we have followed this approach to obtain weak disorder expansions for hypercubic lattices of arbitrary dimension. In principle these expansions can be carried out to any order, although the calculations become longer and longer. We have looked at the consequences of our expansion in the symmetric case: We find that the effective-medium theory gives the first term of the expansion correctly. Therefore, one needs more terms in the expansion to see where the effective-medium theory breaks down.

For the nonsymmetric case, we have seen that our weak
disorder expansion shows that $d_c = 2$ is the upper critical dimension. The field theoretical approach leads to the behavior (63) for the velocity $V$ in the limit $V_0 \to 0$ in $d = 2$. This behavior will be justified in a planned forthcoming work by using renormalization-group techniques. We expect the $\log^{-1}$ behavior (63) to be observable in a region which vanishes for small disorder ($|\log V_0| >> 1/c$). It would be interesting to know if this prediction (63) could be seen in numerical simulations or in experimental situations.
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**APPENDIX**

In this appendix we give the weak disorder expansions of the velocity, the diffusion tensor, and the conductivity tensor. We have carried out the expansion of the velocity up to the fourth power in the $\delta W_{x,z}$. The result is

$$V_\mu = \sum_z z_\mu B(z),$$

where $B(z)$ is given by

$$B(z) = a(z) + [c_{20}(z) - c_{21}(z)]I(z) + [c_{30}(z) - c_{31}(z)]I^2(z) + 2c_{31}(z)I(z)I(-z) + [c_{40}(z) - c_{41}(z)]I^3(z)
+ 3[c_{41}(z) - c_{42}(z) + 2c_{31}(z)]I^2(z)I(-z) + c_{21}(z)\sum_y [c_{20}(y)I(z,y) + I_3(z,y)I(z)] + c_{21}(z)\sum_y [c_{20}(y)I(z,y) + I_3(z,y)I(z)]$$

$$+ c_{21}(z)\sum_y [c_{20}(y)I(z,y) + I_3(z,y)I(z)] - c_{21}(z)\sum_y [c_{20}(y)I(z,y) + I_3(z,y)I(z)],$$

(A1)

where the functions $I, I_2, I_3,$ and $I_4$ are defined by

$$I(z) = \frac{1}{(2\pi)^d} \int_0^{2\pi} \cdots \int_0^{2\pi} d^q e^{iqz} - \frac{1}{A(0) - A(q)},$$

one should notice that $I(z)$ is just a way of rewriting $G(z,0)$ since $I(z) = G(z,0)$,

$$I_2(z,y) = \frac{1}{(2\pi)^d} \int_0^{2\pi} \cdots \int_0^{2\pi} \int_0^{2\pi} \frac{(e^{ip+qz} - 1)(e^{ipq} - 1)}{[A(0) - A(p + q)]A(0) - A(p)]},$$

$$I_3(z,y) = \frac{1}{(2\pi)^d} \int_0^{2\pi} \cdots \int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} \frac{(e^{ipq} - 1)(e^{ipq} - 1)}{[A(0) - A(q)]^2},$$

$I_4(z,y) = \frac{1}{(2\pi)^d} \int_0^{2\pi} \cdots \int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} \frac{(e^{ipq} - 1)(e^{ipq} - 1)}{[A(0) - A(p)]A(0) - A(q)]}$

and where $A(p)$ is defined by

$$A(p) = \sum_z a(z)e^{ipz}.$$  

We have also obtained the weak disorder expansions of the diffusion tensor and the conductivity tensor,

$$D_{\mu\nu} = \frac{1}{2} \sum_z z_\mu z_\nu a(z) + \frac{1}{2} \sum_z z_\mu z_\nu [c_{20}(z) + c_{21}(z)]I(z) + \frac{1}{2} \sum_{z,y} [z_\mu y_\nu a(y) + z_\nu y_\mu a(y)]c_{20}(z) - c_{21}(z)J(z),$$

(A3)

where $I$ has been defined and where $J$ is defined by

$$J(z) = \frac{1}{(2\pi)^d} \int_0^{2\pi} \cdots \int_0^{2\pi} \frac{e^{iqz} - 1}{[A(0) - A(q)]},$$

$$\sigma_{\mu\nu} = \sum_z z_\mu z_\nu a(z) + \sum_{z,y} z_\mu z_\nu [c_{20}(z) + c_{21}(z)]H(z,y) + \sum_{z,y} z_\mu z_\nu a(y) c_{20}(z) - c_{21}(z)H(z,y)$$

$$+ \sum_{z,y} z_\mu z_\nu [c_{20}(z) - c_{21}(z)]I(z).$$

(A4)
where
\[
H(z,\omega) = \frac{1}{(2\pi)^d} \int \cdots \int d^d q \frac{e^{i\omega q} - 1}{i\omega + A(q) - A(0)},
\]
\[
H_2(z,\omega,\omega) = \frac{1}{(2\pi)^d} \int \cdots \int d^d q \frac{(e^{i\omega z} - 1)(e^{i\omega q} - 1)}{[i\omega + A(0) - A(q)][A(0) - A(q)]}.
\]