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Abstract
We address the problem of blind source separation in the case of a time
dependent mixture matrix. For a slowly and smoothly varying mixture matrix,
we propose a systematic expansion which leads to a practical algebraic solution
when stationary and ergodic properties hold for the sources.

Resumé
Nous considérons le problème de la séparation aveugle de sources dans le cas
d’une matrice de mélange variant lentement et continuellement avec le temps.
Nous proposons un développement systématique conduisant à une solution
algébrique dans le cas où les sources satisfont à certaines conditions de
stationarité et d’ergodicité.
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Symbols

\( N \)  
number of inputs and sources

\( S(t) = \{S_j(t), j = 1, ..., N\} \)  
input data

\( \sigma(t) = \{\sigma_a(t), a = 1, ..., N\} \)  
unknown sources

\( M = \{M_{j,a}, a = 1, ..., N j = 1, ..., N\} \)  
mixture matrix

\( J \)  
\( N \times N \) matrix defining a linear filter applied to the data

\( \delta_{a,b} \)  
Kronecker symbol

\(< . > \)  
empirical expectation: average on a given time window.

\(< . >_c \)  
second order cumulant (e.g. \(< S_1 S_2 >_c = \langle S_1 S_2 > - \langle S_1 > \langle S_2 > \)  
with \(< . > \) defined above)

\( T \)  
length of time window on which averaged are taken

\( \tau \)  
time delay used for measuring time correlations

\( \Delta \)  
typical time scale of the process generating the sources.

\( K^0 = \{K^0_{a,b}, a = 1, ..., N b = 1, ..., N\} \)  
second order cross-cumulant matrix of the sources

\( K(\tau) = \{K(\tau)_{a,b}, a = 1, ..., N b = 1, ..., N\} \)  
second order cross-cumulant matrix of the sources at a time delay \( \tau \)

\( C^0 \)  
second order cross-cumulant matrix of the input data

\( C(\tau) \)  
second order cross-cumulant matrix at a time delay \( \tau \) of the input data

\( C^+(\tau) \)  
symmetric part of the matrix \( C(\tau) \)

\( \Omega, \Theta \)  
\( N \times N \) orthogonal matrices

\( \Lambda \)  
diagonal matrix (eigenvalues of \( C_0 \))

\( C_A \)  
second order cumulant of an arbitrary quantity \( A \).
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Introduction

The problem of source separation arises in many different fields, both in signal processing (speech, radar, ...) and in neural computation ("cocktail-party" effect, separation of odors, ...). In all these cases one has to separate different independent "sources" (voices, odors, ...) that appear linearly superposed (mixed) when gathered by a set of sensors. Although the data have a linear structure, the difficulty of the task is that the "mixture matrix", that is the set of coefficients in the linear superposition, is unknown - hence the name of "blind source separation" (BSS). Since the early proposals of Herault and Jutten [10] and of Bar-ness [2], a lot of effort have been devoted to the search of efficient algorithms for performing BSS (see, e.g., [7, 5, 6, 8, 11, 12, 3, 13, 1]). In the standard case, the mixture matrix is a constant (it does not change with time). Then the linear structure of the data allows to perform BSS by applying some constant linear filter to the output of the array of sensors, which is computed from some analysis of the statistics of these outputs.

In the present paper we address the issue of BSS for time-dependent mixture matrices. This more complicated situation may arise if, e.g., the sources are moving with respect to the data collecting system [10]. Clearly, with no other prior knowledge, one cannot expect in that case to separate the sources at each instant of time. However, through some adaptive procedure, one may hope to obtain good performances in average, or a reasonable prediction of the mixture matrix based on previous observations. In this paper we propose such an approach to blind source separation with a time dependent mixture matrix for the particular situation where the following properties are expected to hold: (i) the time dependency of the mixture matrix is smooth and slow as compared to the typical time scale of the sources; (ii) the source dynamics satisfy some stationary and ergodic properties. More precisely we will propose a systematic expansion leading to an algebraic solution based on the measure of a limited number of correlations between a well chosen set of combinations of input data.

1 Blind Source Separation: A Reminder

1.1 Linear mixtures of independent sources

The standard paradigm of BSS is the following. The input data are assumed to be a linear mixture of independent sources. More precisely, at each time \( t \) the observed data \( S(t) \) is an \( N \) dimensional vector given by

\[
S_j(t) = \sum_{a=1}^{N} M_{ja} \sigma_a(t), \quad j = 1, ..., N
\]

(1)

(in vector form \( S = M\sigma \)) where the \( \sigma_a \) are \( N \) statistically independent variables, of unknown probability distributions, and \( M \) is an unknown \( N \times N \) matrix, called the mixture matrix. In the simplest case, \( M \) is time independent.

By hypothesis, all the source cumulants are diagonal, in particular the second
order cumulant at equal time $K^0$ is of the form:

$$K_{a,b}^0 \equiv < \sigma_a(t) \sigma_b(t) >_c = \delta_{a,b}K_{a,a}^0$$

(2)

where $\delta_{a,b}$ is the Kronecker symbol. Without loss of generality, one can always assume that the sources have zero average:

$$< \sigma_a > = 0, \ a = 1, ..., N$$

(3)

(otherwise one has to estimate the average of each input, and substract it from that input).

Performing BSS means finding the linear filter, that is a $N \times N$ matrix $J$, such that the $N$-dimensional filter output $h$

$$h_i(t) = \sum_{j=1}^{N} J_{i,j} S_j(t), \ i = 1, ..., N$$

(4)

gives a reconstruction of the sources: ideally, one would like to have $J = M^{-1}$. However, as it is well known and clear from the above equations, one can recover the sources only up to an arbitrary permutation, and up to a multiplicative factor of arbitrary sign for each source. In particular, this means that the cumulant $K^0$ is arbitrary: one can always assume the sources to have unit variance, $K_{a,a}^0 = 1, a = 1, ..., N$.

As it is usually done in the study of source separation, one assumes that the number of sources is known (there are $N$ observations, e.g. $N$ captors, for $N$ independent sources), and one assumes $M$ to be invertible. The difficulty comes from the fact that the statistics of the sources are not known, the mixture matrix is not known and is not necessarily (and in general it is not) an orthogonal matrix.

### 1.2 BSS From Time Correlations

A lot of work has been done in order to define efficient BSS algorithms (see, e.g., [10, 7, 5, 6, 8, 11, 12, 3, 13, 1]. We will not at all make a review of known algorithms. For our purpose, it will however be convenient to consider one particular technique, namely the algebraic approach based on time correlations [9, 14, 4, 11, 13].

We thus assume that the 2nd order cross cumulant matrix $K(\tau)$ for some time delay $\tau > 0$,

$$K(\tau)_{a,b} \equiv < \sigma_a(t) \sigma_b(t - \tau) >_c$$

(5)

has non zero diagonal elements:

$$K(\tau)_{a,b} = \delta_{a,b} K_{a,a}(\tau)$$

(6)

Then $J$ diagonalizes $C_0$ and $C(\tau)$ simultaneously, where $C_0$ is the 2nd order cumulant at equal times,

$$C_0 \equiv < SS^T >_c = MK^0 M^T$$

(7)

and $C(\tau)$ is the 2nd order cumulant of the inputs at time delay $\tau$:

$$C(\tau) \equiv < S(t) S^T(t - \tau) >_c = M K(\tau) M^T.$$

(8)
Finding \( \mathbf{J} \) is then an easy to solve algebraic problem \([9, 14, 4, 11, 13]\). One possible way for computing \( \mathbf{J} \) is to first perform the principal component analysis of the data (diagonalization of \( \mathbf{C}_0 \)), which determines \( \mathbf{J} \) up to an orthogonal matrix \([6]\). This orthogonal matrix is then obtained as the one which diagonalizes the matrix \( \mathbf{C}(\tau) \) projected onto the principal components (see e.g. \([13]\) for details).

## 2 Time dependent mixtures

### 2.1 Formulation of the Problem

Let us consider now the case of a time-dependent mixture matrix, \( \mathbf{M} = \mathbf{M}(t) \), which is a smoothly and slowly varying as compared to the typical time scale of the sources. More precisely, we assume that there exists some time scale \( T \) such that, on any time window of size \( T \), one has a sufficient statistics of the sources (that is their cross-cumulants estimated by averages over this time window are null), and the mixture matrix is almost constant: the norm of the matrix \( d\mathbf{M}/dt \) is small compared to \( 1/T \). Here and in the following, average (at time \( t \)) of a quantity \( A \) will thus mean an average over the time window \([t - T, t] \), and we will compute it as

\[
< A(t) >_T = \int_0^T \frac{dt'}{T} A(t - t').
\]

Hence, we have for example

\[
\mathbf{C}_0 = < \mathbf{S}(t) \mathbf{S}^T(t) >_c = < \mathbf{M}(t) \mathbf{\sigma}(t) \mathbf{\sigma}^T(t) \mathbf{M}^T(t) >_c \\
< \mathbf{S}(t) \mathbf{S}^T(t) > = \int_0^T \frac{dt'}{T} \mathbf{M}(t - t') \mathbf{\sigma}(t - t') \mathbf{\sigma}^T(t - t') \mathbf{M}^T(t - t'),
\]

and

\[
\mathbf{C}(\tau) = < \mathbf{S}(t) \mathbf{S}^T(t - \tau) >_c = < \mathbf{M}(t) \mathbf{\sigma}(t) \mathbf{\sigma}^T(t - \tau) \mathbf{M}^T(t - \tau) >_c \\
< \mathbf{S}(t) \mathbf{S}^T(t - \tau) > = \int_0^T \frac{dt'}{T} \mathbf{M}(t - t') \mathbf{\sigma}(t - t') \mathbf{\sigma}^T(t - \tau - t') \mathbf{M}^T(t - \tau - t').
\]

### 2.2 Optimal constant filter

If the time dependency of \( \mathbf{M} \) is very weak, one can try an adiabatic approximation: for each time window \([t - T, t] \) one can compute a time independent filter matrix \( \mathbf{J}_f \). That is, on that particular time window, one analyses the data as if they were generated by some linear mixture with a time independent mixture matrix. The subscript \( t \) added to \( \mathbf{J} \) is a reminder that \( \mathbf{J} \), computed in this way, is associated to this particular time interval \([t - T, t] \) (since the true mixture matrix is evolving with time, the constant matrix \( \mathbf{J}_f \) that will be computed from data of a different time interval \([t' - T, t'] \) will be different). One may ask \( \mathbf{J}_f \) to perform source separation in average over that time window \([t - T, t] \) (e.g. one can ask for the outputs of the filter to have cross-cumulants as small as possible when these cumulants are computed from time averages over this time window).
One possibility would be to compute the filter matrix as the one which minimizes some convenient criterium measuring the quality of source separation. This is not what we will do, since here and in the following we want to make an explicite use of the hypothesis that the mixture matrix is slowly varying. A convenient choice is then to compute $J_t$ as the common set of left eigenvectors of the two cumulants $C_0$ and $C(\tau)$, exactly as one would do it if $M$ was time independent (see section (1.2)). But, in order to use the same technique as for a constant $M$, one has to deal with two symmetric matrices. However $C(\tau)$ may not be a symmetric matrix due to the time-dependency of $M$ (and this asymmetry is in fact a signature of the non constancy of the mixture matrix). One can rather compute $J_t$ from the diagonalization of $C_0$ and $C^+(\tau)$, where $C^+(\tau)$ is the symmetric part of $C(\tau)$:

$$C^+(\tau) = \frac{1}{2} [C(\tau) + C(\tau)^T].$$ \hspace{1cm} (12)

The strategy for computing $J_t$ is then as follows (as shortly explained in section (1.2) and detailed in [13]). One first perform the principal component analysis, which means computing the orthogonal matrix $\Omega$ such that $C_0 = \Omega^T \Lambda \Omega$ where $\Lambda$ is the diagonal matrix whose diagonal elements are the eigenvalues of $C_0$. Then $J_t$ is searched for as $J_t = \mathcal{O} \Lambda^{-R/4} \Omega$, where $\mathcal{O}$ is another orthogonal matrix. This matrix is chosen as the one which diagonalizes the matrix $C^+(\tau)$ after projection onto the principal components, that is the matrix $\Lambda^{-R/4} \Omega C^+(\tau) \Omega^T \Lambda^{-R/4}$. In such a way $J_t C_0 J_t^T$ and $J_t C^+(\tau) J_t^T$ are diagonal matrices, which is the desired result.

In addition we will see that this way of computing a constant filter matrix is precisely what we need for the expansion we propose in the next section.

2.3 Towards a systematic expansion

In order to get a better estimate of the mixture matrix (or of its inverse) for a given time window $[t - T, t]$, one may try to estimate $M(t - t')$ for $t'$ between 0 and $T$ in a linear expansion in $t'$. Instead of computing one matrix $J_t$, one will then compute two matrices. More generally, performing an expansion up to some given order $k$ in $t'/T$, one will have to compute $k + 1$ matrices. In term of the assumptions presented in section (2.1), as we will show in the next section such an expansion will lead to performing BSS on $[t - T, t]$ up to a given order in $TdM/dt$.

The above strategy requires to store the data during the time window $[t - T, t]$ in order to compute the optimal filter matrix for that time window $[t - T, t]$. This implies an off line processing. Let us however comment briefly on the use of such an approach for online processing. One may use as a prediction for $J_{t+T}$ the result of the computation done on the previous window $[t - T, t]$. Then it is clear that, for instance, the optimal constant filter matrix $J_{t+T}$ will be obtained from the linear expansion performed on $[t - T, t]$. More generally, one may compute $J$ for the time window $[t, t + T]$ at order $k$ in $t'/T$ from an expansion at order $k + 1$ on $[t - T, t]$.

We now come back to the (off line) processing of data for one given window, dealing with the linear expansion.
3 First Order Expansion

3.1 Linear approximation within a time window

The hypothesis on the slow evolution of the mixture matrix means that, at first order, 
\[ M(t-t') = M^0_t - \frac{t'}{T} M^1_t \]  
(13)

where \( M^0_t \) and \( M^1_t \) = \( T \frac{dM}{dt} \) are two unknown matrices to be determined from 
statistics on the time window \([t - T, t]\). What we want to do is to see whether one 
can measure a limited number of correlations of the input data in order to determine 
\( M^0_t \) and \( M^1_t \). Let first consider the 2nd order cumulant matrix at some time delay 
\( \tau \), \( C(\tau) \) as defined in (11) (note that \( C(\tau = 0) = C_0 \)). Replacing \( M \) given by (13), 
taking \( \tau \) smaller than \( T \), with the averages defined as in (9), we have

\[
<S(t) S^T(t-\tau) > = \int_0^T \frac{dt'}{T} \left\{ M^0_t \sigma(t-t') \sigma^T(t-\tau-t') M^{0T}_t \right. \\
- \frac{t'}{T} M^1_t \sigma(t-t') \sigma^T(t-\tau-t') M^{0T}_t \\
- \frac{t'}{T} M^0_t \sigma(t-t') \sigma^T(t-\tau-t') M^{1T}_t \\
- \frac{\tau}{T} M^0_t \sigma(t-t') \sigma^T(t-\tau-t') M^{1T}_t \right\} 
\]  
(14)

and one gets

\[
C(\tau) = M^0_t K^{(0)}(\tau) M^{0T}_t - M^1_t K^{(1)}(\tau) M^{0T}_t \\
- M^0_t K^{(1)}(\tau) M^{1T}_t - \frac{\tau}{T} M^0_t K^{(0)}(\tau) M^{1T}_t 
\]  
(15)

where the \( K^{(k)}(\tau) \) are the generalized source cumulants:

\[
K^{(k)}(\tau) \equiv \int_0^T \frac{dt'}{T} \left( \frac{t'}{T}\right)^k \sigma(t-t') \sigma^T(t-\tau-t') \\
- \left[ \int_0^T \frac{dt'}{T} \sigma(t-t') \right] \left[ \int_0^T \frac{dt'}{T} \left( \frac{t'}{T}\right)^k \sigma^T(t-\tau-t') \right] . 
\]  
(16)

Note that \( K^{(0)}(\tau) \equiv K(\tau) \). One can see from the last term in the r.h.s of (15) that 
\( C(\tau) \) is indeed not symmetric for non zero \( \tau \). From the above equations, it appears 
that measuring \( C_0 \) and \( C(\tau) \) will not be sufficient in order to estimate \( M^0_t \) and 
\( M^1_t \), since we have \( K^{(1)}(\tau) \) as an additional unknown. However, measuring, say, \(< \frac{t'}{T} S(t-t') S^T(t-\tau-t') >_c \) will not help, since this average will depend on a new 
source cumulant, namely \( K^{(2)}(\tau) \).
3.2 A Tractable Case

We now make use of the assumption that the sources are generated according to some stationary and ergodic process (at least up to the second order statistics), together with the hypothesis that the time window $T$ is large compared to the typical time scale of this process.

Let us consider some quantity $A(t)$ of interest, such as the vector $\sigma(t)$ or the matrix $\sigma(t)\sigma^T(t-\tau)$, and the integral

$$Z(t) = \int_0^T \frac{dt'}{T} \hat{f}(\frac{t'}{T}) A(t - t')$$

where $f(u)$ is any positive function defined on $[0, 1]$, such as $f(u) = u^k$ for $k$ integer. $A$ being a random variable, we can consider its average value and the fluctuations around it. From ergodicity we have:

$$< Z > = < A > \int_0^1 du \ f(u)$$

where the average $< A >$ does not depend on the time $t$ (stationarity).

Now let us consider the fluctuations around the mean as characterized by the second cumulant:

$$< Z^2 >_c = < Z^2 > - < Z >^2 = \int_0^T dt_1 \ f(t_1) \int_0^T dt_2 \ f(t_2) < A(t - t_1) A(t - t_2) >_c$$

From the stationarity hypotheses the 2nd order cumulant matrix $C_A \equiv < A(t - t_1) A(t - t_2) >_c$ is a function of the time difference alone:

$$< A(t - t_1) A(t - t_2) >_c = C_A[u \equiv t_1 - t_2]$$

One then has

$$< Z^2 >_c = \int_0^1 du \ f(u) \int_0^1 du' f(u') C_A[T(u - u')]$$

In order to characterize the typical time scale of the process, we make the more explicit hypotheses that for some $a$ and $\Delta$, positive and finite numbers, the norm of the correlation matrix is bounded according to

$$\text{for any } v, \quad |C_A[v]| < a \ \Psi[\frac{|v|}{\Delta}]$$

where $\Psi(x) = \Psi(-x)$ is some function which goes quickly to zero as $|x|$ goes to infinity, e.g.,

$$\Psi(x) = \exp -|x|^{2r}$$

for some $r > 0$. We may also assume that $\Delta$ is taken as the smallest value for which (22) holds. Hence we have

$$< Z^2 >_c < a \int_0^1 du \ f(u) \int_0^1 du' f(u') \Psi[\frac{T}{\Delta}|u - u'|]$$
Our hypothesis for $T$ means that $T$ is large compared to $\Delta$:

$$T \gg \Delta$$  \hspace{1cm} (25)

At lowest order, that is in the limit $\frac{T}{\Delta} \to \infty$, $<Z^2>_c$ vanishes, so that $Z$ is a non fluctuating quantity: it is almost surely equal to its mean value $<Z>$. In replacing $Z$ by $<Z>$, one is in fact neglecting terms (at worst) of order $\sqrt{\Delta}$. More precisely, for $\frac{T}{\Delta}$ large one can write

$$\Psi\left(\frac{T}{\Delta}v\right) = \frac{\Delta}{T} \alpha \delta(v) + \left[\frac{\Delta}{T}\right]^3 \beta \delta''(v)$$  \hspace{1cm} (26)

with $\delta$ the Dirac distribution and

$$\alpha = \int_{-\infty}^{\infty} dx \, \Psi(x), \quad \beta = \int_{-\infty}^{\infty} dx \, \Psi(x)x^2$$  \hspace{1cm} (27)

As a result,

$$<Z^2>_c \sim \frac{\Delta}{T} \alpha \int_{0}^{1} du \, f(u)^2.$$  \hspace{1cm} (28)

In the above derivation we have been working with $A$ as a function of $t$ alone. In the case of a quantity such as $A = \sigma(t) \sigma^T(t-\tau)$, $A$ is in fact a function of $t$ and $t-\tau$. One can make exactly the same analysis as above, in which one will get expressions with, e.g., $\Psi\left(\frac{T}{\Delta}[u-u'-\frac{\tau}{T}]\right)$. Hence the derivation will apply as well if the limit of large $\frac{T}{\Delta}$ is taken at a given value of $\frac{\tau}{T}$. This is equivalent to state that the scaling regime of interest is

$$\Delta \ll \tau \ll T$$  \hspace{1cm} (29)

so that one can neglect terms of order $\frac{\Delta}{\tau}$ even when taking into account terms of order $\frac{\tau}{T}$.

### 3.3 Solution at first order

According to the above discussion one can replace, under the integrals defining the cumulants $K^{(k)}(\tau)$, the source terms by their average, that is:

$$K^{(k)}(\tau) = \int_{0}^{T} \frac{dt'}{T} \left(\frac{t'}{T}\right)^k K^{(0)}(\tau) = \frac{1}{k+1} K^{(0)}(\tau)$$  \hspace{1cm} (30)

As a result, correlations at a time delay $\tau$ involve only $K^{(0)}(\tau)$. Moreover, one sees that the only products of matrices that appear for a given $\tau$ are $M^0_i K^{(0)}(\tau) M_{i'}^{0T}$, $M_i^0 K^{(0)}(\tau) M_{i'}^{0T}$ and $M_i^1 K^{(0)}(\tau) M_{i'}^{0T}$. Since $K^0 \equiv K^{(0)}(0)$ is arbitrary as explained in Section (1.1), we need to measure only three combinations of correlations. Denoting by $C^{(1)}(\tau)$ the cumulants

$$C^{(1)}(\tau) = \int_{0}^{T} \frac{dt'}{T} \frac{t'}{T} S(t-t') S^T(t-\tau-t')$$

$$- \left[ \int_{0}^{T} \frac{dt'}{T} S(t-t') \right] \left[ \int_{0}^{T} \frac{dt'}{T} \frac{t'}{T} S^T(t-\tau-t') \right],$$  \hspace{1cm} (31)
and adding a subscript + (resp. −) to denote the symmetric (resp. antisymmetric) part of a matrix, one obtains easily the following relations:

\[ 4 \mathbf{C}_0 - 6 \mathbf{C}_0^{(1)} = \mathbf{M}_t^0 \mathbf{K}_0 \mathbf{M}_t^{0T} \]  \hspace{1cm} (32)

\[ (4 + \frac{3\tau}{T}) \mathbf{C}^+(\tau) - 6(1 + \frac{\tau}{T}) \mathbf{C}^{(1)+}(\tau) = \mathbf{M}_t^0 \mathbf{K}^{[0]}(\tau) \mathbf{M}_t^{0T} \]  \hspace{1cm} (33)

and

\[ \mathbf{C}^-(\tau) + \frac{3\tau}{T} \{ \mathbf{C}^+(\tau) - 2 \mathbf{C}^{(1)+}(\tau) \} = \frac{\tau}{T} \mathbf{M}_t^1 \mathbf{K}^{[0]}(\tau) \mathbf{M}_t^{0T} \]  \hspace{1cm} (34)

The matrices \( \mathbf{M}_0^0 \) and \( \mathbf{K}^{[0]}(\tau) \) are obtained from the first two equations (32) and (33), where the data appear on the r.h.s. in the form of two symmetric matrices: to get \( \mathbf{M}_0^0 \) and \( \mathbf{K}^{[0]}(\tau) \) one can then use exactly the same techniques as those used in order to obtain the matrices \( \mathbf{M} \) and \( \mathbf{K}(\tau) \) for a time independent mixture, see section (1.2). Eventually, \( \mathbf{M}_1^1 \) is easily computed from equation (34).

Two final remarks.

- One should note that the l.h.s. of equations (32,33,34) are cross-correlations of particular combinations of the input data: one can then measure these correlations directly, instead of computing separately each matrix appearing in these equations.

- as a definition of the average \( < . . > \), one may use instead of (9), any similar definition such as

\[ < A(t') >_t \equiv \int_0^\infty dt' \ \Psi(t') \ A(t-t'). \]  \hspace{1cm} (35)

where \( \Psi(t') \) is sufficiently zero for \( t' \) larger than \( T \). The above derivation can be easily adapted, provided \( \Psi \) is such that the numerical factors \( \int_0^\infty dt' \ \Psi(t') \left( \frac{t}{T} \right)^k \) do depend on \( k \) - if not, all the correlations \( \mathbf{C}(\tau), \mathbf{C}^{(1)}(\tau) \) give the same equation, and thus one cannot combine them to get formulae similar to (32 - 34). Note that this excludes in particular the choice \( < A(t') >_t \equiv \int_0^\infty \frac{dt'}{T} \ \exp(-t'/T) \ A(t-t') \).

### Conclusion

In this paper we considered the problem of BSS with a time varying mixture. We showed that, under some assumptions on the statistics of the sources, when the mixture matrix is slowly varying it is possible to obtain a solution making use of techniques derived for time independent mixtures. We proposed a systematic expansion, and we presented in detail the evaluation of the first order expansion. The validity of the expansion can be checked a posteriori: one has to check that the first order term \( \mathbf{M}_1^1 \), which is in fact \( T \ d\mathbf{M}/dt \), is indeed small, and whether the outputs do appear independent on any time window of size \( T \). As we explained it, the expansion at a
given order $k$, performed on a given time window $[t - T, t]$, can be used either for off line processing - that is in order to process the data of that time window -, or for on line processing, predicting the mixture matrix at order $k - 1$ for the next time window.

It is cumbersome, but not difficult, to derive the equations at any order - one has just to follow the same strategy, expanding the mixture matrix up to the required order within a time window, as explained in section (2.3).

For simplicity, we have worked with second order cumulants at equal time and at some delay $\tau$ ($\tau < T$). It would be interesting to adapt our method to other approaches to BSS. For example, one may use criteria based on higher cumulants at equal time which have been proposed for performing BSS in the case of a constant mixture matrix [7, 6, 13]. With averages defined as time-window averages as above (section (2.1)), one has to perform the necessary expansions of the cumulants under consideration. Again, the zeroth order will be given by the solution of the system as if $M$ was constant.

Numerical simulations remain to be done in order to test the efficiency of the proposed expansion.
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